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About This Book

Why This Book?

Over the past decade, a number of hardware and software advances have con-
spired to thrust deep learning and neural networks to the forefront of computing.
Deep learning has created a qualitative shift in our conception of what software
is and what it can do: Every day we’re seeing new applications of deep learn-
ing, from healthcare to art, and it feels like we're only scratching the surface of a
universe of new possibilities.

It is thus safe to say that deep learning is here to stay, in one form or another.
The line between software 1.0 (that is, manually written code) and software 2.0
(learned neural networks) is getting fuzzier and fuzzier, and neural networks are
participating in safety-critical, security-critical, and socially critical tasks. Think,
for example, healthcare, self-driving cars, malware detection, etc. But neural net-
works are fragile and so we need to prove that they are well-behaved when ap-
plied in critical settings.

Over the past few decades, the formal methods community has developed
a plethora of techniques for automatically proving properties of programs, and,
well, neural networks are programs. So there is a great opportunity to port ver-
ification ideas to the software 2.0 setting. This book offers the first introduction
of foundational ideas from automated verification as applied to deep neural net-
works and deep learning. I hope that it will inspire verification researchers to
explore correctness in deep learning and deep learning researchers to adopt veri-
fication technologies.



Who Is This Book For?

Given that the book’s subject matter sits at the intersection of two pretty much
disparate areas of computer science, one of my main design goals was to make it
as self-contained as possible. This way the book can serve as an introduction to the
field for first-year graduate students or senior undergraduates, even if they have
not been exposed to deep learning or verification. For a comprehensive survey of
verification algorithms for neural networks, along with implementations, I direct
the reader to Liu et al. (2021).

What Does This Book Cover?

The book is divided into three parts:

Part 1 defines neural networks as data-flow graphs of operators over real-
valued inputs. This formulation will serve as our basis for the rest of the book.
Additionally, we will survey a number of correctness properties that are desir-
able of neural networks and place them in a formal framework.

Part 2 discusses constraint-based techniques for verification. As the name sug-
gests, we construct a system of constraints and solve it to prove (or disprove)
that a neural network satisfies some properties of interest. Constraint-based
verification techniques are also referred to as complete verification in the litera-
ture.

Part 3 discusses abstraction-based techniques for verification. Instead of execut-
ing a neural network on a single input, we can actually execute it on an infinite
set and show that all of those inputs satisfy desirable correctness properties.
Abstraction-based techniques are also referred to as approximate verification in
the literature.

Parts 2 and 3 are disjoint; the reader may go directly from Part 1 to Part 3 without
losing context.
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Neural Networks & Correctness



Chapter 1
A New Beginning

He had become so caught up in building sentences

that he had almost forgotten the barbaric days when

thinking was like a splash of color landing on a page.
—Edward St. Aubyn, Mother’s Milk

1.1 It Starts With Turing

This book is about verifying that a neural network behaves according to some set of
desirable properties. These fields of study, verification and neural networks, have
been two distinct areas of computing research with almost no bridges connecting
them, until very recently. Intriguingly, however, both fields trace their genesis to
a two-year period of Alan Turing’s tragically short life.

In 1949, Turing wrote a little-known paper titled Checking a Large Routine (Alan,
1949). It was a truly forward-looking piece of work. In it, Turing asks how can
we prove that the programs we write do what they are supposed to do? Then, he
proceeds to provide a proof of correctness of a program implementing the factorial
function. Specifically, Turing proved that his little piece of code always terminates
and always produces the factorial of its input. The proof is elegant; it breaks
down the program into single instructions, proves a lemma for every instruction,

Quote found in William Finnegan’s Barbarian Days.
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and finally stitches the lemmas together to prove correctness of the full program.
Until this day, proofs of programs very much follow Turing’s proof style from
1949. And, as we shall see in this book, proofs of neural networks will, too.

Just a year before Turing’s proof of correctness of factorial, in 1948, Turing
wrote a perhaps even more farsighted paper, Intelligent Machinery, in which he
proposed unorganized machines.! These machines, Turing argued, mimic the infant
human cortex, and he showed how they can learn using what we now call a ge-
netic algorithm. Unorganized machines are a very simple form of what we now
know as neural networks.

1.2 The Rise of Deep Learning

The topic of training neural networks continued to be studied since Turing’s 1948
paper. But it has only exploded in popularity over the past decade, thanks to a
combination algorithmic insights, hardware developments, and a flood of data
for training.

Modern neural networks are called deep neural networks, and the approach to
training these neural networks is deep learning. Deep learning has enabled incred-
ible improvements in complex computing tasks, most notably in computer vision
and natural-language processing, for example, in recognizing objects and people
in an image and translating between languages. Everyday, a growing research
community is exploring ways to extend and apply deep learning to more chal-
lenging problems, from music generation to proving mathematical theorems and
beyond.

The advances in deep learning have changed the way we think of what soft-
ware is, what it can do, and how we build it. Modern software is increasingly
becoming a menagerie of traditional, manually written code and automatically
trained—sometimes constantly learning—neural networks. But deep neural net-
works can be fragile and produce unexpected results. As deep learning becomes
used more and more in sensitive settings, like autonomous cars, it is imperative
that we verify these systems and provide formal guarantees on their behavior.

Untelligent Machinery is reprinted in Turing (1969).
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Luckily, we have decades of research on program verification that we can build
upon, but what exactly do we verify?

1.3 What do We Expect of Neural Networks?

In Turing’s proof of correctness of his factorial program, Turing was concerned
that we will be programming computers to perform mathematical operations, but
we could be getting them wrong. So in his proof he showed that his implementa-
tion of factorial is indeed equivalent to the mathematical definition. This notion
of program correctness is known as functional correctness, meaning that a program
is a faithful implementation of some mathematical function. Functional correct-
ness is incredibly important in many settings—think of the disastrous effects of a
buggy implementation of a cryptographic primitive or an aircraft controller.

In the land of deep learning, proving functional correctness is an unrealistic
task. What does it mean to correctly recognize cats in an image or correctly trans-
late English to Hindi? We cannot mathematically define such tasks. The whole
point of using deep learning to do tasks like translation or image recognition is
because we cannot mathematically capture what exactly they entail.

So what now? Is verification out of the question for deep neural networks?
No! While we cannot precisely capture what a deep neural network should do,
we can often characterize some of its desirable or undesirable properties. Let’s
look at some examples of such properties.

Robustness

The most-studied correctness property of neural networks is robustness, because
it is generic in nature and deep learning models are infamous for their fragility
(Szegedy et al., 2014). Robustness means that small perturbations to inputs should
not result in changes to the output of the neural network. For example, changing
a small number of pixels in my photo should not make the network think that I
am a cupboard instead of a person, or adding inaudible noise to a recording of my
lecture should not make the network think it is a lecture about the Ming dynasty
in the 15th century. Funny examples aside, lack of robustness can be a safety and
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security risk. Take, for instance, an autonomous vehicle following traffic signs
using cameras. It has been shown that a light touch of vandalism to a stop sign
can cause the vehicle to miss it, potentially causing an accident (Eykholt et al.,
2018). Or consider the case of a neural network for detecting malware. We do
not want a minor tweak to the malware’s binary to cause the detector to suddenly
deem it safe to install.

Safety

Safety is a broad class of correctness properties stipulating that a program should
not get to a bad state. The definition of bad depends on the task at hand. Consider
a neural-network-operated robot working in some kind of plant. We might be
interested in ensuring that the robot does not exceed certain speed limits, to avoid
endangering human workers, or that it does not go to a dangerous part of the
plant. Another well-studied example is a neural network implementing a collision
avoidance system for aircrafts (Katz et al., 2017). One property of interest is that
if an intruding aircraft is approaching from the left, the neural network should
decide to turn the aircraft right.

Consistency

Neural networks learn about our world via examples, like images. As such, they
may sometimes miss basic axioms, like physical laws, and assumptions about re-
alistic scenarios. For instance, a neural network recognizing objects in an image
and their relationships might say that object A is on top of object B, B is on top of
C, and C is on top of A. But this cannot be! (At least not in the world as we know
it.)

For another example, consider a neural network tracking players on the soccer
field using a camera. It should not in one frame of video say that Ronaldo is on
the right side of the pitch and then in the next frame say that Ronaldo is on the left
side of the pitch—Ronaldo is fast, yes, but he has slowed down in the last couple
of seasons.
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Looking Ahead

I hope that I have convinced you of the importance of verifying properties of
neural networks. In the next two chapters, we will formally define what neural
networks look like (spoiler: they are ugly programs) and then build a language
for formally specifying correctness properties of neural networks, paving the way
for verification algorithms to prove these properties.



Chapter 2
Neural Networks as Graphs

There is no rigorous definition of what deep learning is and what it is not. In fact,
at the time of writing this, there is a raging debate in the artificial intelligence com-
munity about a clear definition. In this chapter, we will define neural networks
generically as graphs of operations over real numbers. In practice, the shape of
those graphs, called the architecture, is not arbitrary: Researchers and practition-
ers carefully construct new architectures to suit various tasks. For example, at
the time of writing, neural networks for image recognition typically look different
from those for natural language tasks.

First, we will informally introduce graphs and look at some popular architec-
tures. Then, we will formally define graphs and their semantics.

2.1 The Neural Building Blocks

A neural network is a graph where each node performs an operation. Overall,
the graph represents a function from vectors of real numbers to vectors of real
numbers, that is, a function in R" — IR™. Consider the following very simple
graph.

—)—O

Figure 2.1 A very simple neural network



CHAPTER 2. NEURAL NETWORKS AS GRAPHS 8

The red node is an input node; it just passes input x, a real number, to node v.
Node v performs some operation on x and spits out a value that goes to the output
node y. For example, v might simply return 2x 4 1, which we will denote as the
function f, : R — R:

fo(x) =2x+1

In our model, the output node may also perform some operation, for example,

fy(x) = max(0, x)

Taken together, this simple graph encodes the following function f : R — IR:
f(x) = fy(fo(x)) = max(0,2x +1)

Transformations and Activations

The function f, in our example above is affine: simply, it multiplies inputs by
constant values (in this case, 2x) and adds constant values (in this case, 1). The
function f, is an activation function, because it turns on or off depending on its
input. When its input is negative, f, outputs 0 (off), otherwise it outputs its input
(on). Specifically, f,, illustrated in Figure 2.2, is called a rectified linear unit (ReLU),
and it is a very popular activation function in modern deep neural networks (Nair
and Hinton, 2010). Activation functions are used to add non-linearity into a neural
network.

relu(x)

- X

Figure 2.2 Rectified linear unit

There are other popular activation functions, for example, sigmoid,

1
T T e
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=

Figure 2.3 Sigmoid function

whose output is bounded between 0 and 1, as shown in Figure 2.3.

Often, in the literature and practice, the affine functions and the activation
function are composed into a single operation. Our graph model of neural net-
works can capture that, but we usually prefer to separate the two operations on to
two different nodes of the graph, as it will simplify our life in later chapters when
we start analyzing those graphs.

Universal Approximation

What is so special about these activation functions? The short answer is they work
in practice, in that they result in neural networks that are able to learn complex
tasks. It is also very interesting to point out that you can construct a neural net-
work comprised of ReLUs or sigmoids and affine functions to approximate any
continuous function. This is known as the universal approximation theorem (Hornik
etal., 1989), and in fact the result is way more general than ReLUs and sigmoids—
nearly any activation function you can think of works, as long as it is not polyno-
mial (Leshno et al., 1993)! For an interactive illustration of universal approxima-
tion, I highly recommend Nielsen (2018, Ch.4).

2.2 Layers and Layers and Layers

In general, a neural network can be a crazy graph, with nodes and arrows pointing
all over the place. In practice, networks are usually layered. Take the graph in
Figure 2.4. Here we have 3 inputs and 3 outputs, denoting a function in R® — R>.
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Figure 2.5 A multilayer perceptron with two hidden layers

Notice that the nodes of the graph form layers, the input layer, the output layer,
and the layer in the middle which is called the hidden layer. This form of graph—
or architecture—has the grandiose name of multilayer perceptron (MLP). Usually,
we have a bunch of hidden layers in an MLP; Figure 2.5 shows a MLP with two
hidden layers. Layers in an MLP are called fully connected layers, since each node
receives all outputs from the preceding layer.

Neural networks are typically used as classifiers: they take an input, e.g., pixels
of an image, and predict what the image is about (the image’s class). When we
are doing classification, the output layer of the MLP represents the probability
of each class, for example, y; is the probability of the input being a chair, y; is
the probability of a TV, and y3 of a couch. To ensure that the probabilities are
normalized, that is, between 0 and 1 and sum up to 1, the final layer employs a
softmax function. Softmax, generically, looks like this for an output node y;, where
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n is the number of classes:

exp(x;)
(X)) = o —
ful ) k=1 exp(xk)
Why does this work? Imagine that we have two classes, i.e., n = 2. First, we
can verify that

fylffyz S [0/1]

This is because the numerators and denominators are both positive, and the nu-
merator is < than the denominator. Second, we can see that f,, (x1, X2) + fy, (x1, x2)

1, because
e e*2
f% (Xl, XQ) +fy2(x1’ x2) - eX1 4 ex2 + eX1 + e*2 =1

Together, these two facts mean that we have a probability distribution. For an in-

teractive visualization of softmax, please see the excellent online book by Nielsen
(2018, Chapter 3).
Given some outputs (y1, ..., Yn) of the neural network, we will use

class(y1,...,yn)

to denote the index of the largest element (we assume no ties), i.e., the class with
the largest probability. For example, class(0.8,0.2) = 1, while class(0.3,0.7) = 2.

2.3 Convolutional Layers

Another kind of layer that you will find in a neural network is a convolutional
layer. This kind of layer is widely used in computer-vision tasks, but also has uses
in natural-language processing. The rough intuition is that if you are looking at an
image, you want to scan it looking for patterns. The convolutional layer gives you
that: it defines an operation, a kernel, that is applied to every region of pixels in
an image or every sequence of words in a sentence. For illustration, let’s consider
an input layer of size 4, perhaps each input defines a word in a 4-word sentence,
as shown in Figure 2.6. Here we have a kernel, nodes {v1, v5,v3}, that is applied
to every pair of consecutive words, (x1, x2), (x2,x3), and (x3, x4). We say that this
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kernel has size 2, since it takes an input in R2. This kernel is 1-dimensional, since
its input is a vector of real numbers. In practice, we work with 2-dimensional
kernels or more; for instance, to scan blocks of pixels of a gray-scale image where
every pixel is a real number, we can use kernels that are functions in R10*10 — R,
meaning that the kernel is applied to every 10 x 10 sub-image in the input.

(@) )

Figure 2.6 1-dimensional convolution

Typically, a convolutional neural network (CNN) will apply a bunch of kernels to
an input—and many layers of them—and aggregate (pool) the information from
each kernel. We will meet these operations in later chapters when we verify prop-
erties of such networks.!

2.4 Where are the Loops?

All of the neural networks we have seen so far seem to be a composition of a
number mathematical functions, one after the other. So what about loops? Can we
have loops in neural networks? In practice, neural network graphs are really just
directed acyclic graphs (DAG). This makes training the neural network possible
using the backpropagation algorithm.

That said, there are popular classes of neural networks that appear to have
loops, but they are very simple, in the sense that the number of iterations of the

!Note that there are many parameters that are used to construct a CNN, e.g., how many kernels
are applied, how many inputs a kernel applies to, the stride or step size of a kernel, etc. These are
not of interest to us in this book. We’re primarily concerned with the core building blocks of the
neural network, which will dictate the verification challenges.
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loop is just the size of the input. Recurrent neural networks (RNN) is the canonical
class of such networks, which are usually used for sequence data, like text. You
will often see the graph of an RNN rendered as follows, with the self loop on node
v.

Figure 2.7 Recurrent neural network

Effectively, this graph represents an infinite family of acyclic graphs that unroll
this loop a finite number of times. For example, Figure 2.8 is an unrolling of length
3. Notice that this is an acyclic graph that takes 3 inputs and produces 3 outputs.
The idea is that if you receive a sentence, say, with n words, you unroll the RNN
to length n and apply it to the sentence.

Figure 2.8 Unrolled recurrent neural network

Thinking of it through a programming lens, given an input, we can easily stat-
ically determine—i.e., without executing the network—how many loop iterations
it will require. This is in contrast to, say, a program where the number of loop iter-
ations is a complex function of its input, and therefore we do not know how many
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loop iterations it will take until we actually run it. That said, in what follows, we

will formalize neural networks as acyclic graphs.

2.5 Structure and Semantics of Neural Networks

We're done with looking at pretty graphs. Let’s now look at pretty symbols. We
will now formally define neural networks as directed acyclic graphs and discuss

some of their properties.

Neural Networks as DAGs

A neural network is a directed acyclic graph G = (V, E), where

V is a finite set of nodes,

E CV x Visasetof edges,

VN C V is a non-empty set of input nodes,

V° C V is a non-empty set of output nodes, and

each non-input node v is associated with a function f, : R** — IR, where n,
is the number of edges whose target is node v. The vector of real values R"
that v takes as input is all of the outputs of nodes v’ such that (v/,v) € E.
Notice that we assume, for simplicity but without loss of generality, that a
node v only outputs a single real value.

To make sure that a graph G does not have any dangling nodes and that se-

mantics are clearly defined, we will assume the following structural properties:

All nodes are reachable, via directed edges, from some input node.

Every node can reach an output node.

o There is fixed total ordering on edges E and another one on nodes V.

We will use x € IR" to denote an n-ary (row) vector, which we represent as a

tuple of scalars (x1, ..., x,), where x; is the ith element of x.
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Semantics of DAGs
A neural network G = (V, E) defines a function in R” — R™ where
n=|V" and m = |V°

That is, G maps the values of the input nodes to those of the output nodes.

Specifically, for every non-input node v € V, we recursively define the value
in R that it produces as follows. Let (v1,v),...,(vs,, v) be an ordered sequence
of all edges whose target is node v (remember that we’ve assumed an order on
edges). Then, we define the output of node v as

out(v) = fo(x1,...,Xu,)

where x; = out(v;), fori € {1,...,n,}.

The base case of the above definition (of out) is input nodes, since they have
no edges incident on them. Suppose that we’re given an input vector x € R". Let
v1,...,0, be an ordered sequence of all input nodes. Then,

OUt(UZ') = Xj

A Simple Example

Let’s look at an example graph G:

We have V" = {v1,v,} and V° = {v3}. Now assume that

fv3(x1; x2) = X1+ x2

and that we’re given the input vector (11,79) to the network, where node v; gets
the value 11 and v, the value 79. Then, we have

out(vy) =11
out(vy) =79
out(v3) = fo,(out(vy),0ut(vy)) =11 +79 =90
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Data Flow and Control Flow

The graphs we have defined are known in the field of compilers and program
analysis as data-flow graphs; this is in contrast to control-flow graphs.? Control-
flow graphs dictate the order in which operations need be performed—the flow
of who has control of the CPU. Data-flow graphs, on the other hand, only tell us
what node needs what data to perform its computation, but not how to order the
computation. This is best seen through a small example.

Consider the following graph

.—'@\
I—*./

Viewing this graph as an imperative program, one way to represent it is as follows,
where < is the assignment symbol.

out(v3) < fo,(out(vy))
out(vy) + fu,(0Ut(7))
out(vs) < fos(out(vs), out(vy))

This program dictates that the output value of node v3 is computed before that
of node v4. But this need not be, as the output of v3 does not depend on that of
v4. Therefore, an equivalent implementation of the same graph can swap the first
two operations:

out(vs) < fy,(out(v2))
out(v3) < fo,(out(vy))
out(uvs) < fos(out(vs), out(vys))
Formally, we can compute the values out(-) in any topological ordering of graph

nodes. This ensures that all inputs of a node are computed before its own opera-
tion is performed.

%In deep learning frameworks like TensorFlow, they call data-flow graphs computation graphs.
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Properties of Functions

So far, we have assumed that a node v can implement any function f, it wants over
real numbers. In practice, to enable efficient training of neural networks, these
functions need be differentiable or differentiable almost everywhere. The sigmoid
activation function, which we met earlier in Figure 2.3, is differentiable. How-
ever, the ReLU activation function, Figure 2.2, is differentiable almost everywhere,
since at x = 0, there is a sharp turn in the function and the gradient is undefined.

Many of the functions we will be concerned with are linear or piecewise linear.
Formally, a function f : R” — R is linear if it can be defined as follows:

n
flx) =) cixi+b
i=1
where c;, b € R. A function is piecewise linear if it can be written in the form
Yiclxi+0bl, x€85
flx) =
Yiclxi+b", x €Sy

where S; are mutually disjoint subsets of R and U;S; = R". ReLU, for instance,
is a piecewise linear function, as it is of the form:

0, x<0
relu(x) = e x>0

Another important property that we will later exploit is monotonicity. A func-
tion f : R — R is monotonically increasing if for any x > y, we have f(x) > f(y).
Both activation functions we saw earlier in the chapter, ReLUs and sigmoids, are
monotonically increasing. You can verify this in Figures 2.2 and 2.3: the functions
never decrease with increasing values of x.

Looking Ahead

Now that we have formally defined neural networks, we’re ready to pose ques-
tions about their behavior. In the next chapter, we will formally define a language
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for posing those questions. Then, in the chapters that follow, we will look at algo-
rithms for answering those questions.

Most discussions of neural networks in the literature use the language of linear
algebra—see, for instance, the comprehensive book of Goodfellow et al. (2016).
Linear algebra is helpful because we can succinctly represent the operation of
many nodes in a single layer as a matrix A that applies to the output of the previ-
ous layer. Also, in practice, we use fast, parallel implementations of matrix multi-
plication to evaluate neural networks. Here, we choose a lower-level presentation,
where each node is a function in R” — IR. While this view is non-standard, it will
help make our presentation of different verification techniques much cleaner, as
we can decompose the problem into smaller ones that have to do with individual
nodes.

The graphs of neural networks we presented are lower-level versions of the
computation graphs of deep-learning frameworks like Tensorflow (Abadi et al.,
2016) and PyTorch (Paszke et al., 2019)

Neural networks are an instance of a general class of programs called differen-
tiable programs. As their name implies, differentiable programs are ones for which
we can compute derivatives, a property that is needed for standard techniques for
training neural networks. Recently, there have been interesting studies of what it
means for a program to be differentiable (Abadi and Plotkin, 2020; Sherman et al.,
2021). In the near future, it is likely that people will start using arbitrary differen-
tiable programs to define and train neural networks. Today, this is not the case,
most neural networks have one of a few prevalent architectures and operations.
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Chapter 3
Correctness Properties

In this chapter, we will come up with a language for specifying properties of neu-
ral networks. The specification language is a formulaic way of making statements
about the behavior of a neural network (or sometimes multiple neural networks).
Our concerns in this chapter are solely about specifying properties, not about au-
tomatically verifying them. So we will take liberty in specifying complex proper-
ties, ridiculous ones, and useless ones. In later parts of the book, we will constrain
the properties of interest to fit certain verification algorithms—for now, we have
fun.

3.1 Properties, Informally

Remember that a neural network defines a function f : R” — IR". The properties
we will consider here are of the form:

for any input x, the neural network produces an output that ...

In other words, properties dictate the input—output behavior of the network, but
not the internals of the network—how it comes up with the answer.

Sometimes, our properties will be more involved, talking about multiple in-
puts, and perhaps multiple networks:

for any inputs x,y, ... that ... the neural networks produce outputs
that ...
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Figure 3.1 Left: Handwritten 7 from MNIST dataset. Middle: Same digit with increased
brightness. Right: Same digit but with a dot added in the top left.

The first part of these properties, the one talking about inputs, is called the
precondition; the second part, talking about outputs, is called the postcondition. In
what follows, we will continue our informal introduction to properties using ex-
amples.

Image Recognition

Let’s say we have a neural network f that takes in an image and predicts a label
from dog, zebra, etc. An important property that we may be interested in ensuring
is robustness of such classifier. A classifier is robust if its prediction does not change
with small variations (or perturbations) of the input. For example, changing the
brightness slightly or damaging a few pixels should not change classification.

Let’s fix some image c that is classified as dog by f. To make sure that ¢ is not
an adversarial image of a dog that is designed to fool the neural network, we will
check—prove or verify—the following property:

for any image x that is slightly brighter or darker than ¢, f(x) predicts
dog

Notice here that the precondition specifies a set of images x that are brighter or
darker than ¢, and the postcondition specifies that the classification by f remains
unchanged.
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Robustness is a desirable property: you don’t want classification to change
with a small movement in the brightness slider. But there are many other prop-
erties you desire—robustness to changes in contrast, rotations, Instagram filters,
white balance, and the list goes on. This hits at the crux of the specification prob-
lem: we often cannot specify every possible thing that we desire, so we have to
choose some. (More on this later.)

For a concrete example, see Figure 3.1. The MNIST dataset (LeCun et al., 2010) is
a standard dataset for recognizing handwritten digits. The figure shows a hand-
written 7 along with two modified versions, one where brightness is increased
and one where a spurious dot is added—perhaps a drip of ink. We would like our
neural network to classify all three images as 7.

Natural-Language Processing

Suppose now that f takes an English sentence and decides whether it represents a
positive or negative sentiment. This problem arises, for example, in automatically
analyzing online reviews or tweets. We’re also interested in robustness in this
setting. For example, say we have fixed a sentence ¢ with positive sentiment, then
we might specify the following property:

for any sentence x that is ¢ with a few spelling mistakes added, f(x)
should predict positive sentiment

For another example, instead of spelling mistakes, imagine replacing words
with synonyms:

for any sentence x that is ¢ with some words replaced by synonyms,
then f(x) should predict positive sentiment

For instance, a neural network should classify both of these movie reviews as
positive reviews:

This movie is delightful
This movie is enjoyable
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We could also combine the two properties above to get a stronger property
specifying that prediction should not change in the presence of synonyms or spelling
mistakes.

Source Code

Say that our neural network f is a malware classifier, taking a piece of code and
deciding whether it is malware or not. A malicious entity may try to modify a
malware to sneak it past the neural network by fooling it into thinking that it’s
a benign program. One trick the attacker may use is adding a piece of code that
does not change the malware’s operation but that fools the neural network. We
can state this property as follows: Say we have piece of malware ¢, then we can
state the following property:

for any program x that is equivalent to c and syntactically similar, then
f(x) predicts malware

Controllers

All of our examples so far have been robustness problems. Let’s now look at a
slightly different property. Say you have a controller deciding on the actions of a
robot. The controller looks at the state of the world and decides whether to move
left, right, forward, or backward. We, of course, do not want the robot to move
into an obstacle, whether it is a wall, a human, or another robot. As such, we
might specify the following property:

for any state x, if there is an obstacle to the right of the robot, then f(x)
should not predict right

We can state one such property per direction.
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3.2 A Specification Language

Our specifications are going to look like this:

{ precondition }

re f(x)

{ postcondition }

The precondition is a Boolean function (predicate) that evaluates to true or false. The
precondition is defined over a set of variables which will be used as inputs to the
neural networks we’re reasoning about. We will use x; to denote those variables.
The middle portion of the specification is a number of calls to functions defined by
neural networks; in this example, we only see one call to f, and the return value
is stored in a variable r. Generally, our specification language allows a sequence
of such assignments, e.g.:
{ precondition }
r1 < f(x1)
r2 < g(x2)

{ postcondition }

Finally, the postcondition is a Boolean predicate over the variables appearing in
the precondition x; and the assigned variables r;.
The way to read a specification, informally, is as follows:

for any values of xi, ..., x, that make the precondition true, let ry =
f(x1),72 = g(x2), . ... Then the postcondition is true.

If a correctness property is not true, i.e., the postcondition yields false, we will
also say that the property does not hold.

Example 3.A Recall our image brightness example from the previous section, and
say c is an actual grayscale image, where each element of c is the intensity of a
pixel, from 0 to 1 (black to white). For example, in our MNIST example in Fig-
ure 3.1, each digit is represented by 784 pixels (28 x 28), where each pixel is a
number between 0 and 1. Then, we can state the following specification, which
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informally says that changing the brightness of ¢ should not change the classifica-
tion (recall the definition of class from Section 2.2):

{|lx—¢c| <01}
r1 < f(x)
2 f(c)

{ class(r1) = class(r2) }
Let’s walk through this specification:

Precondition Take any image x where each pixel is at most 0.1 away from its
counterpart in c¢. Here, both x and ¢ are assumed to be the same size, and the <

is defined pointwise.!

Assignments Let r; be the result of computing f(x) and r; be the result of
computing f(c).

Postcondition Then, the predicted labels in vectors | and r; are the same. Re-
call that in a classification setting, each element of vector r; refers to the proba-
bility of a specific label. We use class as a shorthand to extract the index of the
largest element of the vector.

Counterexamples

A counterexample to a property is a valuation of the variables in the precondition
(the x;s) that falsifies the postcondition. In Example 3.A, a counterexample would
be an image x whose classification by f is different than that of image ¢ and whose
distance from ¢, i.e., |x — ¢|, is less than 0.1.

IThe pointwise operation | - | is known as the fs norm, which we formally discuss in Chap-
ter 11 and compare it to other norms.
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Example 3.B Here’s a concrete example (not about image recognition, just a simple
function that adds 1 to the input):

{x<01}
r<—x-+1
{r<1}

This property does not hold. Consider replacing x with the value 0.1. Then, r <
1+ 0.1 = 1.1. Therefore, the postcondition is falsified. So, setting x to 0.1 is a
counterexample. [ |

A Note on Hoare Logic

Our specification language looks like specifications written in Hoare logic (Hoare,
1969). Specifications in Hoare logic are called Hoare triples, as they are composed
of three parts, just like our specifications. Hoare logic comes equipped with de-
duction rules that allows one to prove the validity of such specifications. For our
purposes in this book, we will not define the rules of Hoare logic, but many of
them will crop up implicitly throughout the book.

3.3 More Examples of Properties

We will now go through a bunch of example properties and write them in our
specification language.

Equivalence of Neural Networks

Say you have a neural network f for image recognition and you want to replace
it with a new neural network g. Perhaps g is smaller and faster, and since you're
interested in running the network on a stream of incoming images, efficiency is
very important. One thing you might want to prove is that f and g are equivalent;
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here’s how to write this property:

{ true }
r1 < f(x)
r2 < g(x)
{ class(rq) = class(r;) }

Notice that the precondition is true, meaning that for any image x, we want the
predicted labels of f and g to be the same. The true precondition indicates that the
inputs to the neural networks (x in this case) are unconstrained. This specification
is very strong: the only way it can be true is if f and g agree on the classification
on every possible input, which is highly unlikely in practice.

One possible alternative is to state that f and g return the same prediction on
some subset of images, plus or minus some brightness, as in our above example.
Say S is a finite set of images, then:

{x1 €S, |x1 —X3| < 0.1, |x1 —x2| <0.1 }
r1 < f(x2)
12 < g(x3)
{ class(rq) = class(r;) }

This says the following: Pick an image x; and generate two variants, x; and x3,
whose brightness differs a little bit from x;. Then, f and g should agree on the
classification of the two images.

This is a more practical notion of equivalence than our first attempt. Our first
attempt forced f and g to agree on all possible images, but keep in mind that most
images (combinations of pixels) are meaningless noise, and therefore we don’t
care about their classification. This specification, instead, constrains equivalence
to an infinite set of images that look like those in the set S.

Collision Avoidance

Our next example is one that has been a subject of study in the verification liter-
ature, beginning with the pioneering work of Katz et al. (2017). Here we have a
collision avoidance system that runs on an autonomous aircraft. The system de-
tects intruder aircrafts and decides what to do. The reason the system is run on
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a neural network is due to its complexity: The trained neural network is much
smaller than a very large table of rules. In a sense, the neural network compresses
the rules into an efficiently executable program.

The inputs to the neural network are the following;:

® Uoywy: the aircraft’s velocity

vt the intruder aircraft’s velocity

a;,s: the angle of the intruder with respect to the current flying direction

aown: the angle of the aircraft with respect to the intruder.

d: the distance between the two aircrafts
e prev: the previous action taken.

Given the above values, the neural network decides how to steer: left/right,
strong left/right, or nothing. Specifically, the neural network assigns a score to
every possible action, and the action with the lowest score is taken.

As you can imagine, many things can go wrong here, and if they do—disaster!
Katz et al. (2017) identify a number of properties that they verify. These properties
do not account for all possible scenarios, but they are important to check. Let’s
take a look at one that says if the intruder aircraft is far away, then the score for
doing nothing should be below some threshold.

{ d > 55947, voa)n > 1145, Ull’lt < 60 }

v <— f(d/ Oowns Ointr - - )
{ score of nothing in r is below 1500 }

Notice that the precondition specifies that the distance between the two aircrafts is
more than 55947 feet, that the aircraft’s velocity is high, and the intruder’s velocity
is low. The postcondition specifies that doing nothing should have a low score,
below some threshold. Intuitively, we should not panic if the two aircrafts are
quite far apart and have moving at very different velocities.

Katz et al. (2017) explore a number of such properties, and also consider ro-
bustness properties in the collision-avoidance setting. But how do we come up
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with such specific properties? It’s not straightforward. In this case, we really need
a domain expert who knows about collision-avoidance systems, and even then,
we might not cover all corner cases. A number of people in the verification com-
munity, the author included, argue that specification is harder than verification—
that is, the hard part is asking the right questions!

Physics Modeling

Here is another example due to Qin et al. (2019). We want the neural network
to internalize some physical laws, such as the movement of a pendulum. At any
point in time, the state of the pendulum is a triple (v, h, w), its vertical position
v, its horizontal position /i, and its angular velocity w. Given the state of the
pendulum, the neural network is to predict the state in the next time instance,
assuming that time is divided into discrete steps.

A natural property we may want to check is that the neural network’s un-
derstanding of how the pendulum moves adheres to the law of conservation of
energy. At any point in time, the energy of the pendulum is the sum of its po-
tential energy and its kinetic energy. (Were you paying attention in high school
physics?) As the pendulum goes up, its potential energy increases and kinetic en-
ergy decreases; as it goes down, the opposite happens. The sum of the kinetic and
potential energies should only decrease over time. We can state this property as

{ true }
o', W, w < f(v,hw)
{E(, @) < E(hw) }

follows:

The expression E(h, w) is the energy of the pendulum, which is its potential
energy mgh, where m is the mass of the pendulum and g is the gravitational con-
stant, plus its kinetic energy 0.5mI?w?, where [ is the length of the pendulum.

Natural-Language Processing

Let’s recall the natural language example from earlier in the chapter, where we
wanted to classify a sentence into whether it expresses a positive or negative sen-
timent. We decided that we want the classification not to change if we replaced
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a word by a synonym. We can express this property in our language: Let c be a
fixed sentence of length n. We assume that each element of vector c is a real num-
ber representing a word—called an embedding of the word. We also assume that
we have a thesaurus T, which given a word gives us a set of equivalent words.

{1<i<n,weT(), x=cli—w]}
1 < f(x)
r2 < f(c)

{ class(r1) = class(r7) }

The precondition specifies that variable x is just like the sentence ¢, except that
some element i is replaced by a word w from the thesaurus. We use the notation
c|i — w]| to denote ¢ with the ith element replaced with w and c¢; to denote the ith
element of c.

The above property allows a single word to be replaced by a synonym. We can
extend it to two words as follows (I know, it’s very ugly, but it works):

{1<ij<n,i#j, wi€T(c), wj€T(cj), x=cli— w;,j— wj }
r < f(x)
ra < f(c)

{ class(r1) = class(r2) }

Monotonicity

A standard mathematical property that we may desire of neural networks is mono-
tonicity (Sivaraman et al., 2020), meaning that larger inputs should lead to larger
outputs. For example, imagine you're one of those websites that predict house
prices using machine learning. You’d expect the machine-learning model used is
monotonic with respect to square footage—if you increase the square footage of a
house, its price should not decrease, or perhaps increase. Or imagine a model that
estimates the risk of complications during surgery. You’'d expect that increasing
the age of the patient should not decrease the risk. (I'm not a physician, but I like
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this example.) Here’s how you could encode monotonicity in our language:

{x>x"}
r < f(x)
v+ f(x')
{r'>1}

In other words, pick any pair of inputs such that x > x/, we want f(x) > f(x/).
Of course, we can strengthen the property by making the postcondition a strict
inequality—that completely depends on the problem domain we’re working with.

Looking Ahead

We’re done with the first part of the book. We have defined neural networks and
how to specify their properties. In what follows, we will discuss different ways of
verifying properties automatically.

There has been an insane amount of work on robustness problems, particularly
for image recognition. Lack of robustness was first observed by Szegedy et al.
(2014), and since then many approaches to discover and defend against robustness
violations (known as adversarial examples) have been proposed. We will survey
those later. The robustness properties for natural-language processing we have
defined follow those of Ebrahimi et al. (2018) and Huang et al. (2019).



Part I

Constraint-Based Verification
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Chapter 4
Logics and Satisfiability

In this part of the book, we will look into constraint-based techniques for verifica-
tion. The idea is to take a correctness property and encode it as a set of constraints.
By solving the constraints, we can decide whether the correctness property holds
or not.

The constraints we will use are formulas in first-order logic (FOL). FOL is a very
big and beautiful place, but neural networks only live in a small and cozy corner
of it—the corner that we will explore in this chapter.

4.1 Propositional Logic

We begin with the purest of all, propositional logic. A formula F in propositional
logic is over Boolean variables (traditionally given the names p,q,7,...) and de-
fined using the following grammar:

F = true
false
var Variable
| FAF Conjunction (and)
| FVF  Disjunction (or)
| —=F Negation (not)

Essentially, a formula in propositional logic defines a circuit with Boolean vari-
ables, AND gates (A), OR gates (V), and not gates (—). Negation has the highest
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operator precedence, followed by conjunction and then disjunction. At the end of
the day, all programs can be defined as circuits, because everything is a bit on a
computer and there is a finite amount of memory, and therefore a finite number
of variables.

We will use fo(F) to denote the set of free variables appearing in the formula.
For our purposes, this is the set of all variables that are syntactically present in the
formula;

Example 4.A As an example, here is a formula
FE(pAq)V-r

Observe the use of £; this is to denote that we’re syntactically defining F to be
the formula on the right of £, as opposed to saying that the two formulas are
semantically equivalent (more on this in a bit). The set of free variables in F is

fo(F) ={p,q,r} u

Interpretations

Let F be a formula over a set of variables fo(F). An interpretation I of F is a map
from variables fo(F) to true or false. Given an interpretation I of a formula F, we
will use I(F) to denote the formula where we have replaced each variable in fv(F)
with its interpretation in I.

Example 4.B Say we have the formula
F= (pAq)V-r
and the interpretation
I = {p > true, g — true, r — false}

Note that we represent I as a set of pairs of variables and their interpretations.
Applying I to F, we get

I(F) = (true A true) V —false
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Evaluation Rules

We will define the following evaluation, or simplification, rules for a formula. The
formula on the right of = is an equivalent, but syntactically simpler, variant of the
one on the left:

true AF = F Conjunction
FAtrue = F
false A\F = false
F Nfalse = false
falseVF = F Disjunction
FVfalse = F
trueVFEF = true
FVtrue = true
—true = false = Negation
—false = true

If a given formula has no free variables, then by applying these rules repeat-
edly, you will get true or false. We will use eval(F) to denote the simplest form of
F we can get by repeatedly applying the above rules.

Satisfiability
A formula F is satisfiable (SAT) if there exists an interpretation I such that
eval(I(F)) = true
in which case we will say that I is a model of F and denote it
IEF

We will also use I [~ F to denote that I is not a model of F. It follows from our
definitions that I [~ Fiff [ = —F.

Equivalently, a formula F is unsatisfiable (UNSAT) if for every interpretation I
we have eval(I(F)) = false.

Example 4.C Consider the formula F = (p V q) A (=p V 7). This formula is satisfi-
able; here is a model I = {p + true, g — false, 7 — true}. n
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Example 4.0 Consider the formula F £ (p V q) A =p A —q. This formula is unsat-
isfiable. n

Validity and Equivalence

To prove properties of neural networks, we will be asking validity questions. A
formula F is valid if every possible interpretation I is a model of F. It follows that
a formula F is valid if and only if —F is unsatisfiable.

Example 4.E Here is a valid formula F £ (—p V q) V p. Pick any interpretation [
that you like; you will find that I |= F. m

We will say that two formulas, A and B, are equivalent if and only if every
model I of A is amodel of B, and vice versa. We will denote equivalence as A = B.
There are many equivalences that are helpful when working with formulas. For
any formulas A, B, and C, we have commutativity of conjunction and disjunction,

ANB = BAA
AVB = BVA

We can push negation inwards:
-(AANB) = -AV-B
-(AVB) = -AA-B

Moreover, we have distributivity of conjunction over disjunction (DeMorgan’s laws),

and vice versa:
AV(BAC) = (AVB)A(AVC)
AN(BVC) (AANB)V(ANC)

Implication and Bi-implication

We will often use an implication A = B to denote the formula
-~AVB

Similarly, we will use a bi-implication A < B to denote the formula

(A= B)A(B= A)
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4.2 Arithmetic Theories

We can now extend propositional logic using theories. Each Boolean variable now
becomes a more complex Boolean expression over variables of different types.
For example, we can use the theory of linear real arithmetic (LRA), where a Boolean
expression is, for instance,

x+3y+z<10

Alternatively, we can use the theory of arrays, and so an expression may look like:
a[10] = x

where g is an array indexed by integers. There are many other theories that people
have studied, including bitvectors (to model machine arithmetic) and strings (to
model string manipulation). The satisfiabilty problem is now called satisfiability
modulo theories (SMT), as we check satisfiability with respect to interpretations of
the theory.

In this section, we will focus on the theory of linear real arithmetic (LRA), as it
is (1) decidable and (2) can represent a large class of neural-network operations,
as we will see in the next chapter.

Linear Real Arithmetic

In LRA, each propositional variable is replaced by a linear inequality of the form:
n
Z cixi+b <0
i=1

or :
Y cixi+b<0
i=1
where ¢;,b € R and {x;}; is a fixed set of variables. For example, we can have a
formula of the form:

(x+y<0A x—2y<10)Vvx>100

Note that > and > can be rewritten into < and <. Also note that when a
coefficient c; is 0, we simply drop the term c;x;, as in the inequality x > 100 above,



CHAPTER 4. LOGICS AND SATISFIABILITY 37

which does not include the variable y. An equality x = 0 can be written as the
conjunction x > 0 Ax < 0. Similarly, a disequality x # 0 can be written as
x<0Vx>0.

Models in LRA

As with propositional logic, the free variables fo(F) of a formula F in LRA is the
set of variables appearing in the formula.

An interpretation I of a formula F is an assignment of every free variable to a
real number. An interpretation I is a model of F, i.e., I |= F, iff eval(I(F)) = true.
Here, the extension of the simplification rules to LRA formulas is straightforward:
all we need is to add standard rules for evaluating arithmetic inequalities, e.g.,
2 < 0 = false.

Example 4.F As an example, consider the following formula:
FEx—y>0Ax=>0
A model I for F is
{x—1,y— 0}
Applying I to F, i.e., I(F), results in

1-0>0A120

Applying the evaluation rules, we get true. |

Real vs. Rational

In the literature, you might find LRA being referred to as linear rational arithmetic.
There are two interrelated reasons for that: First, whenever we write formulas
in practice, the constants in those formulas are rational values—we can’t really
represent 77, for instance, in computer memory. Second, let’s say that F contains
only rational coefficients. Then, it follows that, if F is satisfiable, there is a model
of F that assigns all free variables to rational values.
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Example 4.G Let’s consider a simple formula like x < 10. While {x +— 7} is
a model of x < 10, it also has satisfying assignments that assign x to a rational
constant, like {x — 1/2}. This will always be the case: we cannot construct
formulas that only have irrational models, unless the formulas themselves contain
irrational constants, e.g., x = 7. [ |

Non-Linear Arithmetic

Deciding satisfiability of formulas in LRA is an NP-complete problem. If we extend
our theory to allow for polynomial inequalities, then the best known algorithms
are doubly exponential in the size of the formula in the worst case (Caviness and
Johnson, 2012). If we allow for transcedental functions—like exp, cos, log, etc.—
then satisfiability becomes undecidable (Tarski, 1998). Thus, for all practical pur-
poses, we stick to LRA. Even though it is NP-complete (a term that sends shivers
down the spines of theoreticians), we have very efficient algorithms that can scale
to large formulas.

Connections to MILP

Formulas in LRA, and the SMT problem for LRA, is equivalent to the mixed integer
linear programming (MILP) problem. Just as there are many SMT solvers, there are
many MILP solvers out there, too. So the natural question to ask is why don’t
we use MILP solvers? In short, we can, and maybe sometimes they will actually
be faster than SMT solvers. However, the SMT framework is quite general and
flexible. So not only can we write formulas in LRA, but we can (1) write formulas
in different theories, as well as (2) formulas combining theories.

First, in practice, neural networks do not operate over real or rational arith-
metic. They run using floating point, fixed point, or machine-integer arithmetic.
If we wish to be as precise as possible at analyzing neural networks, we can opt
for a bit-level encoding of its operations and use bitvector theories employed by
SMT solvers. (Machine arithmetic, surprisingly, is practically more expensive to
solve than linear real arithmetic, so most of the time we opt for a real-arithmetic
encoding of neural networks.)
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Second, as we move forward and neural networks start showing up every-
where, we do not want to verify them in isolation, but in conjunction with other
pieces of code that the neural network interacts with. For example, think of a
piece of code that parses text and puts it in a form ready for the neural network to
consume. Analyzing such piece of code might require using string theories, which
allow us to use string concatenation and other string operations in formulas. SMT
solvers employ theorem-proving techniques for combining theories, and so we can
write formulas, for example, over strings and linear arithmetic.

These are the reasons why in this book we use SMT solvers as the target of our
constraint-based verification: they give us many first-order theories and allow us
to combine them. However, it is important to note that, at the time of writing this,
most research on constraint-based verification focuses on linear real arithmetic
encodings.

Looking Ahead

In the next chapter, we will look at how to encode neural-network semantics, and
correctness properties, as formulas in LRA, thus enabling automated verification
using SMT solvers. After that, we will spend some time studying the algorithms
underlying SMT solvers.

In verification, we typically use fragments of first-order logic to encode pro-
grams. FOL has a long and storied history. FOL is a very general logic, and its
satisfiability is undecidable, thanks to a proof by Church (1936). SMT solvers,
which have been heavily studied over the past twenty years or so aim at solving
fragments of FOL, like LRA and other theories. I encourage the interested reader to
consult the Handbook of Satisfiability for an in-depth exposition (Biere et al., 2009).
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Chapter 5
Encodings of Neural Networks

Our goal in this chapter is to translate a neural network into a formula in lin-
ear real arithmetic (LRA). The idea is to have the formula precisely (or soundly)
capture the input-output relation of the neural network. Once we have such a
formula, we can use it to verify correctness properties using SMT solvers.

5.1 Encoding Nodes

We begin by characterizing a relational view of a neural network. This will help
us establish the correctness of our encoding.

Input-output Relations

Recall that a neural network is represented as a graph G that defines a function
fc : R" — IR™. We define the input—output relation of f; as the binary relation Rg
containing every possible input and its corresponding output after executing f¢.
Formally, the input-output relation of fg is:

Rg ={(a,b) [a € R", b= fc(a)}

We will similarly use R, to define the input—output relation of the function f, of a
single node v in G.
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Example 5.A Consider the simple function f¢(x) = x + 1. Its input-output relation
is
Rc={(a,a+1)|aecR}

Encoding a Single Node, Illustrated

We begin by considering the case of a single node v and the associated function
fo : R = R. A node with a single input is illustrated as follows (recall that, by
definition, a node in our neural network can only produce a single real-valued
output):

Say fy(x) = x + 1. Then, we can construct the following formula in LRA to
model the relation R, = {(a,a+1) | a € R}:

F, £ v°=o" 41

where v° and v"™! are real-valued variables. The symbol v° denotes the output of
node v and v"™! denotes its first input (it only has a single input).
Consider the models of F,; they are all of the form:

(o™ a, 0 a+1})

for any real number a. We can see a clear one-to-one correspondence between
elements of R, and models of F,.
Let’s now take a look at a node v with two inputs; assume that f,(x) = x1 +

1.5x2.
\ :
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The encoding F; is as follows:
F, 2 o° =0o"! 1502

Observe how the elements of the input vector, x; and x;, correspond to the two

in,1 in,2

real-valued variables v'"""* and v

Encoding a Single Node, Formalized

Now that we have seen a couple of examples, let’s formalize the process of en-
coding the operation f, of some node v. We will assume that f, : R™ — R is
piecewise-linear, i.e., of the form

ZJ-C}. -x]-—{—b1 if S
flx) = :

2jc§.x,-+bl if S
where j ranges from 1 to n,. We will additionally assume that each condition §; is
defined as a formula in LRA over the elements of the input x. Now, the encoding

is as follows:
1

nv . . . .
EA [Si = (Uo = Zc; A +bl>
=1

i=1

The way to think of this encoding is as a combination of if statements: if S; is true,
then v° is equal to the ith inequality. The implication (=) gives us the ability to
model a conditional, where the left side of the implication is the condition and the
right side is the assignment. The big conjunction on the outside of the formula,
Al_,, essentially combines if statements: “if Sy then ... AND if Sy then ... AND if S3

4

Example 5.B The above encoding is way too general with too many superscripts
and subscripts. Here’s a simple and practical example, the ReLU function:

x ifx>0
relu@) =10 e <o
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A node v such that f, is ReLU would be encoded as follows:

F, £ (@™ >0=0"=0") A (™ <0=0°=0)
x>0 x<0

Soundness and Completeness

The above encoding precisely captures the semantics of a piecewise-linear node.
Let’s formally capture this fact: Fix some node v with a piecewise-linear function
fo. Let F, be its encoding, as defined above.

First, our encoding is sound: any execution of the node is captured by a model
of the formula F,. Informally, soundness means that our encoding does not miss
any behavior of f,. Formally, let (a,b) € R, and let

I={v" —ay, ..., 0" a, o°— b}

Then, I = F,.

Second, our encoding is complete: any model of F, maps to a behavior of f,.
Informally, completeness means that our encoding is tight, or does not introduce
new behaviors not exhibited by f,,. Formally, let the following be a model of F:

I = {v'”'l —ay, ..., 0" —ay,, 0° — b}

Then, (a,b) € R,.

5.2 Encoding a Neural Network

We have shown how to encode a single node of a neural network. We're now
ready to encode the full-blown graph. The encoding is broken up into two pieces:
(1) a formula encoding semantics of all nodes, and (2) a formula encoding the
connections between them, i.e., the edges.
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Encoding the Nodes

Recall that a neural network is a graph G = (V,E), where the set of nodes V
contains input nodes V", which do not perform any operations. The following
formula combines the encodings of all non-input nodes in G:

Fve A R
veV\VIn

Again, the big conjunction essentially says, “the output of vy is ... AND the output of
node vy is ... AND ...” This formula, however, is meaningless on its own: it simply
encodes the input-output relation of every node, but not the connections between
them!

Encoding the Edges

Let’s now encode the edges. We will do this for every node individually, encoding
all of its incoming edges. Fix some node v € V \ VI". Let (v1,0),...(vy,v) be
an ordered sequence of all edges whose target is v. Recall that in Section 2.5,
we assumed that there is a total ordering on edges. The reason for this ordering
is to be able to know which incoming edges feed into which inputs of a node.
Informally, the edge relation E gives us a bunch of wires to be plugged into node
v; the ordering tells us where to plug those wires—the first wire in the first socket,
the second wire in the second socket, and so on.

We can now define a formula for edges of v:

n

A in,i o]

Fo., = /\v =v;
i=1

Intuitively, for each edge (v;, v), we connect the output of node v; with the ith
input of v. We can now define Fg as the conjunction of all incoming edges of all
non-input nodes:

r & /\ Fosp
veV\Vin
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Putting it all Together

Now that we have shown how to encode nodes and edges, there is nothing left to
encode! So let’s put things together. Given a graph G = (V, E), we will define its
encoding as follows:

Fc £ FyAF

Just as for the single-node encoding, we get soundness and completeness. Let
R be the input-output relation of G. Soundness means that F; does not miss any
of the behaviors in Rg. Completeness means that every model of Fz maps to an
input-output behavior of G.

Note that the size of the encoding is linear in the size of the neural network
(number of nodes and edges). Simply, each node gets a formula and each edge
gets a formula. The formula of node v is of size linear in the size of the (piecewise)
linear function f,.

Correctness of the Encoding

Assume we that have the following ordered input nodes in V'
01,.+.,0n
and the following output nodes in V°

On+1s- -+ Ontm

Our encoding is sound and complete. First, let’s state soundness: Let (a,b) €
Rg and let

I={} —ay,...,v5—a,}U{vg = b1,..., 00, — bn}

Then, there exists I’ such that [U I’ |= Fg.

Notice that, unlike the single-node setting, the model of Fs not only con-
tains assignments to inputs and outputs of the network, but also the intermediate
nodes. This is taken care of using I, which assigns values to the outputs of input
and output nodes, and I’, which assigns the inputs and outputs of all nodes and
therefore its domain does not overlap with I.
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Similarly, completeness is stated as follows: Let the following be a model of
PGZ
[={v) —ay,...,00 = ap} U{v) 4 — by,..., 00— byt UTl

Then, (a,b) € Rg.

An Example Network and its Encoding

Enough abstract mathematics. Let’s look at a concrete example neural network G.

Assume that fo,(x) = 2x1 + xp and fp, (x) = relu(x).
We begin by constructing formulas for non-input nodes:

A in,1 in,2
F,, = v§ =203" + vg

in,1 in,1

Fo, 2 (o' >0= 1 =0f"") A (V"' <0 = 1§ =0)

Next, we construct edge formulas:

A inl _ _o in2 _ _o
Fosyoy, = (v37 =07) A (037 = 03)
A inl1 _ _o
Fo—)v4 = U4 = 03

Finally, we conjoin all of the above formulas to arrive at the complete encoding of
G:
FG é F’U3 /\F'U4 /\Fo*}v?’ /\Po*>04
-~

—_—— ——
Fy Fg

5.3 Handling Non-linear Activations

In the above, we have assumed that all of our nodes are associated with piecewise-
linear functions, allowing us to precisely capture their semantics in linear real
arithmetic. How can we handle non-piecewise-linear activations, like sigmoid
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e

Figure 5.1 Sigmoid function

and tanh? One way to encode them is by overapproximating their behavior, which
gives us soundness but not completeness. As we will see, soundness means that
our encoding can find proofs of correctness properties, and completeness means
that our encoding can find counterexamples to correctness properties. So, by over-
approximating an activation function, we give up on counterexamples.

Handling Sigmoid
Let’s begin with the concrete example of the sigmoid activation:

1

) T ep( )

which is shown in Figure 5.1. The sigmoid function is (strictly) monotonically
increasing, so if we have two points a1 < ap, we know that o(a1) < o(ay). We can
as a result overapproximate the behavior of o by saying: for any input between a;
and ay, the output of the function can be any value between o (a1) and o (ay).

Consider Figure 5.2. Here we picked three points on the sigmoid curve, shown
in red, with x coordinates —1, 0, and 1. The red rectangles define the lower and
upper bound on the output of the sigmoid function between two values of x.
For example, for inputs between 0 and 1, the output of the function is any value
between 0.5 and 0.73. For inputs more than 1, we know that the output must be
between 0.73 to 1 (the range of ¢ is upper bounded by 1).

Say for some node v, f, is a sigmoid activation. Then, one possible encoding,
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following the approximation in Figure 5.2, is as follows:

F, £ (0" < -1 = 0<v°<0.26)
AM=1< 9™ <0 = 026 <1°<0.5)
A0 <™ <1 = 05<0°<073)
A >1 = 073 <v° < 1)

Each conjunct specifies a range of inputs (left of implication) and the possible out-
puts in that range (right of implication). For example, the first conjunct specifies
that, for inputs < —1, the output can be any value between 0 and 0.26.

Handling any Monotonic Function

We can generalize the above process to any monotonically (increasing or decreas-
ing) function f,.

Let’s assume that f, is monotonically increasing. We can pick a sequence of
real values c; < - -+ < ¢,. Then, we can construct the following encoding:

F, 2 (0" <oy = 1h < v° < folcy))
A (e < o™ <o = folcr) < v° < fulca))

A ey < 0™ = fo(cy) < v° < ub)

where Ib and ub are the lower and upper bounds of the range of f,; for example,
for sigmoid, they are 0 and 1, respectively. If a function is unbounded, then we
can drop the constraints /b < v° and v° < ub.

The more points c; we choose and the closer they are to each other, the better
our approximation is. This encoding is sound but incomplete, because it captures
more behaviors than conceivable from the activation function. In our sigmoid
example, for input > 1, the encoding says that the output of the sigmoid is any
value between 0.73 and 1, as indicated by the right-most shaded area in Figure 5.2.
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X
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Figure 5.2 Sigmoid function with overapproximation

5.4 Encoding Correctness Properties

Now that we have shown how to encode the semantics of neural networks as
logical constraints, we're ready for the main dish: encoding entire correctness
properties.

Checking Robustness Example

We begin with a concrete example before seeing the general form. Say we have a
neural network G defining a binary classifier fg : R” — R2. The neural network
fc takes a grayscale image as a vector of reals, between 0 and 1, describing the in-
tensity of each pixel (black to white), and predicts whether the image is of a cat or
a dog. Say we have an image c that is correctly classified as cat. We want to prove
that a small perturbation to the brightness of ¢ does not change the prediction. We
formalize this as follows:
{|lx—¢c] <01}
r < fc(x)
{ri>nr}
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where the first output, r1, is the probability of cat, while r; is the probability of dog.

The high-level intuition for the encoding of this correctness property follows
how the property is written. The formula that we generate to check this statement,
called the verification condition (VC), looks roughly like this:

(precondition A neural network) = postcondition

If this formula is valid, then the correctness property holds.

Let’s assume for our example that the input nodes of the neural network are
{v1,...,v,} and the output nodes are {v;,+1,v,+2}. Assume also that the formula
F; encodes the network, as described earlier in this chapter. We encode the cor-
rectness property as follows:

-~

~ network 7 network output
precondition network input

n n
/\|xi—ci|<0.1>/\ Fg /\(/\xi:vf’)/\(r1:02+1/\r2:02+2)
\(il N

. N 7
i=1

= 11 >n
——
postcondition

Here’s the breakdown:

e The precondition is directly translated to an LRA formula. Since LRA for-
mulas don’t natively support vector operations, we decompose the vector
into its constituent scalars. Note that the absolute-value operation | - | is
not present natively in LRA, but, fear not, it is actually encodable: A lin-
ear inequality with absolute value, like |x| < 5, can be written in LRA as
x<5AN—x <5

e The network is encoded as a formula Fg, just as we saw earlier in Section 5.2.
The trick is that we now also need to connect the variables of F; with the
inputs x and output r. This is captured by the two subformulas labeled
“network input” and “network output”.

e The postcondition is encoded as is.
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Encoding Correctness, Formalized

A correctness property is of the form

{P}
r1 < fg,(x1)
r2 <— fcz(xZ)

T e].fc;,(xl)

{Q}

While most examples we see in the book involve a single neural network f¢, recall
from Chapter 3 that our properties allow us to consider a collection of networks.

Assume that the precondition and postcondition are encodable in LRA. We
then encode the verification condition as follows:

1
(P/\ /\ Fi> = Q
i=1

where F; is the encoding of the ith assignment r; <— f.(x;). The assignment en-
coding F; combines the encoding of the neural network Fg, along with connections
with inputs and outputs, x; and r;, respectively:

n m
A o o
F = PG,- N /\ Xij=70; | A /\ Tij = Unyj
j=1 j=1

Here we make two assumptions:

e The input and output variables of the encoding of G; are vy,...,v, and
Up+1, - - - » Ontm, respectively.

e Each graph G; has unique nodes and therefore input—-output variables.

Informally, we can think of our encoding, (P A /\f:1 Fi> = Q, as saying the
following: “if the precondition is true AND we execute all | networks, then the postcon-
dition should be true”
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Soundness and Completeness

Say we have a correctness property that we have encoded as a formula F. Then,
we have the following soundness guarantee: If F is valid, then the correctness
property is true.

Completeness depends on whether all functions are encodable in LRA. Assum-
ing all functions are encodable in LRA, then, if F is invalid, we know that there is a
model I = —F. This model is a counterexample to the correctness property. From
this model, we can read values for the input variables that result in outputs that
do not satisfy the postcondition. This is best seen through an example:

Example 5.C Take the following simple correctness property, where f(x) = x:

{]x—1] <01}

7 f(x)
{r=1}

This property is not true. Let x = 0.99; this satisfies the precondition. But,
£(0.99) = 0.99, which is less than 1. If we encode a formula F for this property,
then we will have a model I |= —F such that x is assigned 0.99. |

Looking Ahead

Ahh, this chapter was tiring! Thanks for sticking around. We have taken neural
networks, with all their glory, and translated them into formulas. In the coming
chapters, we will study algorithms for checking satisfiability of these formulas.

To my knowledge, the first encoding of neural networks as constraints for ver-
ification is due to Pulina and Tacchella (2010), predating the current explosion in
interest. Bastani et al. (2016) were the first to view robustness verification as a
constraint-solving problem.

Our encoding of sigmoid follows that of Ehlers (2017). A number of papers
have considered MILP encodings that are similar to the ones we give (Tjeng et al.,
2019a). In MILP, we don’t have disjunction, so we simulate disjunction with an
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integer that can take the values {0, 1}. The main issue with LRA and MILP encod-
ings is disjunction; with no disjunction, the problem is polynomial-time solvable.
Disjunctions mostly arise due to ReLUs. We say that a ReLU is active if its out-
put is > 0 and inactive otherwise. If a ReLU is active or inactive for all possible
inputs to the neural network, as prescribed by the precondition, then we can get
rid of the disjunction, and treat it as the function f(x) = 0 (inactive) or f(x) = x
(active). With this idea in mind, there are two tricks to simplify verification: (1)
We can come up with lightweight techniques to discover which ReLUs are ac-
tive or inactive. The abstraction-based verification techniques discussed in Part
III of the book can be used. (2) Typically, when we train neural networks, we
aim to maximize accuracy on some training data; we can additionally bias the
training towards neural networks where most of the ReLUs are always active/in-
active (Tjeng et al., 2019b).

In practice, neural networks are implemented using finite-precision arithmetic,
where real numbers are approximated as floating-point numbers, fixed-point num-
bers, or even machine integers. Some papers carefully ensure that verification re-
sults hold for a floating-point implementation of the network (Katz et al., 2017).
A recent paper has shown that verified neural networks in LRA may not really be
robust when one considers the bit-level behavior (Jia and Rinard, 2020b). A num-
ber of papers have also considered bit-level verification of neural networks, using
propositional logic instead of LRA (Jia and Rinard, 2020a; Narodytska et al., 2018).
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Chapter 6
DPLL Modulo Theories

In the previous chapter, we saw how to reduce the verification problem to that
of checking satisfiability of a logical formula. But how do we actually check sat-
isfiability? In this chapter, we will meet the DPLL (Davis-Putnam-Logemann-
Loveland) algorithm, which was developed decades ago for checking satisfiabil-
ity of Boolean formulas. Then we will see an extension of DPLL that can handle
tirst-order formulas over theories.

These algorithms underlie modern SAT and SMT solvers. I'll give a complete
description of DPLL in the sense that you can follow the chapter and implement a
working algorithm. But note that there are numerous data structures, implemen-
tation tricks, and heuristics that make DPLL really work in practice, and we will not
cover those here. (At the end of the chapter, I point you to additional resources.)

6.1 Conjunctive Normal Form (CNF)

The goal of DPLL is to take a Boolean formula F and decide whether it is SAT or
UNSAT. In case F is SAT, DPLL should also return a model of F. We begin by talking
about the shape of the formula DPLL expects as input.

DPLL expects formulas to be in conjunctive normal form (CNF). Luckily, all
Boolean formulas can be rewritten into equivalent formulas in CNF. (We will see
how later in this chapter.) A formula F in CNF is of the following form:

CiN---NCy
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where each subformula C; is called a clause and is of the form
‘61 \/ st \/ ’gmz

where each /; is called a literal and is either a variable, e.g., p, or its negation, e.g.,

Example 6.A The following is a CNF formula with two clauses, each of which
contains two literals:

(pV=r)A(-pVag)

The following formula is not in CNF:

(pAg)V (=)

6.2 The DPLL Algorithm

The completely naive way to decide satisfiability is by trying every possible in-
terpretation and checking if it is a model of the formula. Of course, there are ex-
ponentially many interpretations in the number of variables. DPLL tries to avoid
doing a completely blind search, but, on a bad day, it will just devolve into an
exponential enumeration of all possible interpretations—after all, satisfiability is
the canonical NP-complete problem.

DPLL alternates between two phases: deduction and search. Deduction tries
to simplify the formula using the laws of logic. Search simply searches for an
interpretation.

Deduction

The deduction part of DPLL is called Boolean constant propagation (BCP). Imagine
that you have the following formula in CNF:

(()ACaA---Cy
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Notice that the first clause consists of a single literal—we call it a unit clause.
Clearly, any model of this formula must assign ¢ the value true: Specifically, if
¢ is a variable p, then p must be assigned true; if £ is a negation —p, then p must be
assigned false.

The BCP phase of DPLL will simply look for all unit clauses and replace their
literals with true. BCP is enabled by the fact that formulas are in CNF, and it can be
quite effective at proving SAT or UNSAT.

Example 6.B Consider the following formula
F£ (p)A(=pVr)A (V)

BCP first finds the unit clause (p) and assigns p the value true. This results in the
following formula:
(true) A (—true Vr) A (—rVg)
= (WA (rvy)

Clearly BCP’s job is not done: the simplification has produced another unit clause,
(r). BCP sets 7 to true, resulting in the following formula:

(true) A (—true V q)
= (9)

Finally, we're left with a single clause, the unit clause (gq). Therefore BCP assigns
g the value true, resulting in the final formula true. This means that F is SAT, and
{p — true,q — true,r — true} is a model. n

In the above example, BCP managed to show satisfiability of F. Note that BCP
can also prove unsatisfiability, by simplifying the formula to false. But BCP might
get stuck if it cannot find unit clauses. This is where search is employed by DPLL.

Deduction + Search

Algorithm 1 shows the entire DPLL algorithm. The algorithm takes a formula F in
CNF.
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Algorithm 1: DPLL

Data: A formula F in CNF form
Result: [ = F or UNSAT

> Boolean constant propagation (BCP)

while there is a unit clause (¢) in F do
| Let F be F[{ — true]

if F is true then return SAT

> Search
for every variable p in F do
If DPLL(F[p — true|) is SAT then return SAT

If DPLL(F[p — false]) is SAT then return SAT
return UNSAT

> The model I that is returned by DPLL when the input is SAT is
maintained implicitly in the sequence of assignments to variables (of the
form [l — -] and [p — ])

The first part performs BCP: the algorithm keeps simplifying the formula until
no more unit clauses exist. We use the notation F[¢ — true] to mean replace all
occurrences of £ in F with true and simplify the resulting formula. Specifically, if
¢ is a variable p, then all occurrences of p are replaced with true; if £ is a negation
—p, then all occurrences of p are replaced with false.

After BCP is done, the algorithm checks if the formula is true, which means that
BCP has proven that the formula is SAT.

If BCP is unsuccessful in proving SAT, then DPLL moves to the search phase:
it iteratively chooses variables and tries to replace them with true or false, calling
DPLL recursively on the resulting formula. The order in which variables are cho-
sen in search is critical to DPLL’s performance. There is a lot of research on variable
selection. One of the popular heuristics maintains a continuously updated score
sheet, where variables with higher scores are chosen first.

Algorithm 1, as presented, returns SAT when the input formula is satisfiable,
but does not return a model. The model I that is returned by DPLL when the input
is SAT is maintained implicitly in the sequence of assignments to variables (of the
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form [/ — -] and [p — -]) made by BCP and search that led to SAT being returned.
The algorithm returns UNSAT when it has exhausted all possible satisfying assign-
ments.

Example 6.C Consider the following formula given to DPLL
F2(pvr)A(op V) A(-gV-r)

First level of recursion DPLL begins by attempting BCP, which cannot find any
unit clauses. Then, it proceeds to search. Suppose that search chooses variable
p, setting it to true by invoking DPLL recursively on

Fi = F[p — true] =g A (—gV —r)

Second level of recursion Next, DPLL attempts BCP on F;. First, it sets g to true,
resulting in the formula

F, = Fi[q — true] = (—r)
Then, it sets r to false, resulting in
F3 = F[r +— false] = true
Since F; is true, DPLL returns SAT. Implicitly, DPLL has built up a model of F:

{p — true,q — true,r — false}

Partial Models

Note that DPLL may terminate with SAT but without assigning every variable in
the formula. We call the resulting model a partial model. You can take a partial
model and extend it by assigning the remaining variables in any way you like, and
you'll still have a model of the formula.
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Example 6.0 Consider this simple formula:
F2pA(@vpv-rAlpV-q)

The first thing DPLL will do is apply BCP, which will set the unit clause p to true.
The rest of the formula then simplifies to true. This means that g and r are useless
variables—give them any interpretation and you’ll end up with a model, as long
as p is assigned true. Therefore, we call I = {p — true} a partial model of F.
Formally, eval(I(F)) = true. [

6.3 DPLL Modulo Theories

We have seen how DPLL can decide satisfiability of Boolean formulas. We now
present DPLL modulo theories, or DPLLT, an extension of DPLL that can handle for-
mulas over, for example, arithmetic theories like LRA. The key idea of prLL! is to
start by treating a formula as if it is completely Boolean, and then incrementally
add more and more theory information until we can conclusively say that a for-
mula is SAT or UNSAT. We begin by defining the notion of Boolean abstraction of
a formula.

Boolean Abstraction

For illustration, we assume that we’re dealing with formulas in LRA, as with the
previous chapters. Say we have the following formula in LRA:

F2(x<0Vvx<10)A(-x <0)

The Boolean abstraction of F, denoted Fg, is the formula where every unique linear
inequality in the formula is replaced with a special Boolean variable, as follows:

FP £ (pVa) A (=p)

The inequality x < 0 is abstracted as p and x < 10 is abstracted as 4. Note that
both occurrences of x < 0 are replaced by the same Boolean variable, though this
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Algorithm 2: DPLL”

Data: A formula F in CNF form over theory T
Result: [ = F or UNSAT

Let F? be the abstraction of F
while true do
If DPLL(FP) is UNSAT then return UNSAT
Let I be the model returned by DPLL(F?)
Assume [ is represented as a formula
if 1T is satisfiable (using a theory solver) then
| return SAT and the model returned by theory solver
else
| Let FBbe FB A I

need not be the case for the correctness of our exposition. We will also use the
superscript T to map Boolean formulas back to theory formulas, e.g., (FZ)T is F.

We call this process abstraction because constraints are lost in the process; namely,
the relation between different inequalities is obliterated. Formally speaking, if F?
is UNSAT, then F is UNSAT. But the converse does not hold: if FB is SAT, it does
not mean that F is SAT.

Example 6. Consider the formula F £ x < 0Ax > 10. This formula is clearly
UNSAT. However, its abstraction, p A g, is SAT. [ |

Lazy DPLL Modulo Theories

The DPLLT algorithm takes a formula F, over some theory like LRA, and decides
satisfiability. DPLLT assumes access to a theory solver. The theory solver takes
a conjunction of, for example, linear inequalities, and checks their satisfiability.
In a sense, the theory solver takes care of conjunctions and the DPLL algorithm
takes care of disjunctions. In the case of LRA, the theory solver can be the Simplex
algorithm, which we will see in the next chapter.

pPLLT, shown in Algorithm 2, works as follows: First, using vanilla DPLL, it
checks if the abstraction F? is UNSAT, in which case it can declare that F is UNSAT,
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following the properties of abstraction discussed above. The tricky part comes
when dealing with the case where F? is SAT, because that does not necessarily
mean that F is SAT. This is where the theory solver comes into play. We take
the model I returned by DPLL(F?) and map it to a formula I” in the theory; for
example, if the theory we’re working with is LRA, IT is a conjunction of linear
inequalities. If the theory solver deems I satisfiable, then we know that F is
satisfiable and we’re done. Otherwise, DPLLT learns the fact that I is not a model.
So it negates I and conjoins it to F5. In a sense, the DPLL! lazily learns more and
more facts, refining the abstraction, until it can decide SAT or UNSAT.

Example 6.F Consider the following LRA formula F:
x>210A(x <0Vy>=0)

and its abstraction F2:
pA(gVr)
where p denotes x > 10, g denotes x < 0, and r denotes y > 0.

First iteration DPLLT begins by invoking DPLL on FB. Suppose DPLL returns
the partial model
L = {p > true,q > true}

We will represent I; as a formula

pPAq

Next, we check if I; is indeed a model of F. We do so by invoking the theory
solver on IIT , which is
x>10Ax <0
N——" N~
p q
The theory solver will say that I] is UNSAT, because x cannot be > 10 and < 0.
Therefore, DPLLT blocks this model by conjoining —I; to F5. This makes F? the

following formula, which is still in CNF, because —1I; is a clause:

pA(@VT)A(=pV—gq)
~———

-
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In other words, we're saying that we cannot have a model that sets both x > 10
and x < 0 to true.

Second iteration In the second iteration, DPLL! invokes DPLL on the updated
FB. DPLL cannot give us the same model I;. So it gives us another one, say
I, = p A =g Ar. The theory solver checks IJ, which is satisfiable, and returns
its own theory-specific model, e.g., {x — 10, y — 0}. We're now done, and we
return the model.

6.4 Tseitin's Transformation

We’ve so far assumed that formulas are in CNF. Indeed, we can take any formula
and turn it into an equivalent formula in CNF. We can do this by applying De-
Morgan’s laws (see Chapter 4), by distributing disjunction over conjunction. For
example, 7 V (p A q) can be rewritten into the equivalent (rV p) A (r V gq). This
transformation, unfortunately, can lead to an exponential explosion in the size
of the formula. It turns out that there’s a simple technique, known as Tseitin’s
transformation, that produces a formula of size linear in the size of the non-CNF
formula.

Tseitin’s transformation takes a formula F and produces a CNF formula F’. The
set of variables of F is a subset of the variables in F’; i.e., Tseitin’s transformation
creates new variables. Tseitin’s transformation guarantees the following proper-
ties:

1. Any model of F' is also a model of F, if we disregard the interpretations of
newly added variables.

2. If F/ is UNSAT, then F is UNSAT.

Therefore, given a non-CNF formula F, to check its satisfiability, we can simply
invoke DPLL on F'.
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Intuition

Tseitin’s transformation is pretty much the same as rewriting a complex arithmetic
expression in a program into a sequence of instructions where every instruction is
an application of a single unary or binary operator. (This is roughly what a com-
piler does when compiling a high-level program to assembly or an intermediate
representation.) For example, consider the following function (in Python syntax):

def f(x,y,z):

return x + (2xy + 3)

The return expression can be rewritten into a sequence of operations, each oper-
ating on one or two variables, as follows, where t1, t2, and t3 are temporary

variables:
def f(x,y,z):
tl =2 xy
t2 = t1 + 3
t3 = x + t2
return t3

Intuitively, each subexpression is computed and stored in a temporary variable:
t1 contains the expression 2y, t2 contains the expression 2*y + 3, and t3 con-
tains the entire expression x + (2xy + 3).

Tseitin Step 1: NNF

The first thing that Tseitin’s transformation does is to push negation inwards so
that — only appears next to variables. E.g., =(p A r) is rewritten into —p V —r. This
is known as negation normal form (NNF). Any formula can be easily translated to
NNF by repeatedly applying the following rewrite rules until we can’t rewrite the
formula any further:

ﬂ(Fl A Pz) — F V-F
—|(P1 V Fz) — K A-B
—-—F—F
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In other words, (sub)formulas that match the patterns on the left of — are trans-
formed into the patterns on the right. In what follows we assume formulas are in
NNF.

Tseitin Step 2: Subformula Rewriting

We define a subformula of F to be any subformula that contains a disjunction or
conjunction—i.e., we don’t consider subformulas at the level of literals.

Example 6.G The following formula F is decomposed into 4 subformulas:

F2(pAq)V(gA-rAs)
—— =

151 B
—_———
F

J/

~"

Ey

F; and F, are in the deepest level of nesting, while F; is in the shallowest level.
Notice that F, is a subformula of F3, and all of F; are subformulas of Fj. [

Now for the transformation steps, we assume that F has n subformulas:

1. For every subformula F; of F, create a fresh variable t;. These variables are
analogous to the temporary variables t; we introduced to our Python program above.

2. Next, starting with those most-deeply nested subformula, for every subfor-
mula F;, create the following formula: Let F; be of the form ¢; o ¢, where o
is A or V and /;, ¢! are literals. Note that one or both of ¢; and ¢/ may be the
new variable {; denoting a subformula F; of F;. Create the formula

Fi/ = t & (gz o g;)

These formulas are analogous to the assignments to the temporary variables in our
Python program above, where <> is the logical analogue of variable assignment (=).

Example 6.H Continuing our running example, for subformula F;, we create the
formula
2t (pAq)
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For subformula F,, we create

Fy 2 t, & (gA-r)
For subformula F5, we create

Fi £t < (th As)

(Notice that g A —r is replaced by the variable t,.) Finally, for subformula F;, we
create
Fi2t, & (H Vi)

Notice that each F/ can be written in CNF. This is because, following the defi-
nition of < and DeMorgan’s laws, we have:

e (Vi) = (VLN I)N LV —l) N (VL)

and
U (U Nl) = (Al VL) N (2l VL) A (L1 V —ly V —ls)

Finally, we construct the following CNF formula:

F2t,ANN\F
1
By construction, in any model of F/, each t; is assigned true if and only if the
subformula F; evaluates to true. Therefore, the constraint ¢, in F” says that F must
be true. You can think of t, as the return statement in our transformed Python program.

Example 6.1 Continuing our running example, we finally construct the CNF for-
mula

F &ty NF{AF,ANF;NE,
Since all of the formulas Fi' can be written in CNF, as described above, F’ is in CNF.
n

At this point, we're done. Given a formula in some theory and a theory solver,

we first rewrite the formula in CNF, using Tseitin’s tranformation, and invoke
T
DPLL".
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Looking Ahead

I gave a trimmed down version of DPLLT. A key idea in modern SAT and SMT
solvers is conflict-driven clause learning, a graph data structure that helps us cut
the search space by identifying sets of interpretations that do not make satisfying
assignments. I encourage the interested reader to consult Biere et al. (2009) for a
detailed exposition of clause learning and other ideas.

I also encourage you to play with popular SAT and SMT solvers. For example,
MiniSAT (Een, 2005), as the name suggests, has a small and readable codebase.
For SMT solvers, I recommend checking out Z3 (de Moura and Bjerner, 2008) and
CVC4 (Barrett et al., 2011). One of the interesting ideas underlying SMT solvers is
theory combination (Nelson and Oppen, 1979), where you can solve formulas com-
bining different theories. This is useful when doing general program verification,
where programs may manipulate strings, arrays, integers, etc. In the future, I
strongly suspect that theory combination will be needed for neural-network veri-
fication, because we will start looking at neural networks as components of bigger
pieces of software.
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Chapter 7
Neural Theory Solvers

In the previous chapter, we discussed DPLLT for solving formulas in FOL. In this
chapter, we study the Simplex algorithm for solving conjunctions of literals in linear
real arithmetic. Then, we extend the solver to natively handle rectified linear units
(ReLUs), which would normally be encoded as disjunctions and thus dealt with
using the SAT solver.

7.1 Theory Solving and Normal Forms

The Problem

The theory solver for LRA receives a formula F as a conjunction of linear inequal-

n m
A cij - Xj = b
i1 \j=1

where ¢j;, b; € R. The goal is to check satisfiability of F, and, if satisfiable, discover
amodel I = F.
Notice that our formulas do not have strict inequalities (>). The approach

ities:

we present here can be easily generalized to handle strict inequalities, but for
simplicity, we stick with inequalities.

ISee Dutertre and De Moura (2006) for how to handle strict inequalities. In most instances
of verifying properties of neural networks, we do not need strict inequalities to encode network
semantics or properties.
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Simplex Form

The Simplex algorithm, discussed in the next section, expects formulas to be in a
certain form (just like how DPLL expected propositional formulas to be in CNF).
Specifically, Simplex expects formulas to be conjunctions of equalities of the form

ZCi-xi:O
i

and bounds of the form
li < x; <u

where u;,1; € RU {co, —oco}. We use oo (resp. —o0) to indicate that a variable has
no upper (resp. lower) bound.

Therefore, given a formula F, we need to translate it into an equivalent formula
of the above form, which we will call the Simplex form (also known as slack form).
It turns out that translating a formula into Simplex form is pretty simple. Suppose
that

n m
Fé/\< Ci]"x]'>bi>
1

i=1 \j=

Then, we take every inequality and translate it into two conjuncts, an equality and
a bound. From the ith inequality,

m
Y cij-xj=>b
=1

we generate the equality
m
S; — Z Cz'j . x]'
j=1
and the bound
si 2 b

where s; is a new variable, called a slack variable. Slack variables are analogous to
the temporary variables introduced by Tseitin’s transformation (Chapter 6).
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Example 7.A Consider the formula F, which we will use as our running example:

For clarity, we will drop the conjunction operator and simply list the inequalities.
We convert F into a formula F; in Simplex form:

S1=x+y
Sp = —2x+y
s3 = —10x+y
51

¥

N
A\VARR\VARA\V]

N o

©w
W
|

a1

This transformation is a simple rewriting of the original formula that maintains
satisfiability. Let F; be the Simplex form of some formula F. Then, we have the
following guarantees (again, the analogue of Tseitin’s transformation for non-CNF
formulas):

1. Any model of F; is a model of F, disregarding assignments to slack variables.

2. If F; is UNSAT, then F is UNSAT.

7.2 The Simplex Algorithm

We’re now ready to present the Simplex algorithm. This is a very old idea due
to George Dantizg, who developed it in 1947 (see Dantzig’s recollection of the
origins of Simplex (Dantzig, 1990)). The goal of the algorithm is to find a satisfying
assignment that maximizes some objective function. Our interest in verification is
typically to find any satisfying assignment, and so the algorithm we will present
is a subset of Simplex.
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Intuition

One can think of the Simplex algorithm as a procedure that simultaneously looks
for a model and a proof of unsatisfiability. It starts with some interpretation and
continues to update it in every iteration, until it finds a model or discovers a proof
of unsatisfiability. We start from the interpretation I that sets all variables to 0.
This assignment satisfies all the equalities, but may not satisfy the bounds. In
every iteration of Simplex, we pick a bound that is not satisfied and we modify I
to satisfy it, or we discover that the formula is unsatisfiable. Let’s see this process
pictorially on a satisfiable example before we dig into the math.

Figure 7.1 Simplex example

Example 7.B Recall the formula F from our running example, illustrated in Fig-
ure 7.1, where the satisfying assignments are the shaded region. Each inequality
defines halfspace, i.e., splits R? in half. Taking all of the inequalities, we get the
shaded region—the intersection of the all halfspaces.

+y =0
—2x+y>
y =

—10x + -5
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Simplex begins with the initial interpretation
Ip={x—0,y— 0}

shown in Figure 7.1, which is not a model of the formula.
Simplex notices that
Ipfr—2x+y=>2

and so it decreases the interpretation of x to —1, resulting in I;. Then, Simplex
notices that
LEx+y=>0

and so it increases the interpretation of y from 0 to 2/3, resulting in the satisfying
assignment I,. (Notice that x also changes in I; we will see why shortly.) In a
sense, Simplex plays Whac-A-Mole, trying to satisfy one inequality only to break
another, until it arrives at an assignment that satisfies all inequalities. Luckily, the
algorithm actually terminates. |

Basic and Non-basic Variables

Recall that Simplex expects an input formula to be in Simplex form. The set of
variables in the formula are broken into two subsets:

Basic variables are those that appear on the left hand side of an equality; ini-
tially, basic variables are the slack variables.

Non-basic variables are all other variables.

As Simplex progresses, it will rewrite the formula, thus some basic variables will
become non-basic and vice versa.

Example 7.C In our running example, initially the set of basic variablesis {s1, s, 53}
and non-basic variables is {x, y}. n

To ensure termination of Simplex, we will fix a total ordering on the set of all
(basic and non-basic) variables. So, when we say “the first variable that...”, we're
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referring to the first variable per our ordering. To easily refer to variables, we will
assume they are of the form x1,...,x,. Given a basic variable x; and a non-basic
variable x;, we will use ¢;; to denote the coefficient of x; in the equality

Xip=...FCij - Xj+...

For a variable x;, we will use /; and u; to denote its lower bound and upper bound,
respectively. If a variable does not have an upper bound (resp. lower bound), its
upper bound is co (resp. —c0). Note that non-slack variables have no bounds.

Simplex in Detail

We’re now equipped to present the Simplex algorithm, shown in Algorithm 3.
The algorithm maintains the following two invariants:

1. The interpretation I always satisfies the equalities, so only the bounds may
be violated. This is initially true, as I assigns all variables to 0.

2. The bounds of non-basic variables are all satisfied. This is initially true, as
non-basic variables have no bounds.

In every iteration of the while loop, Simplex looks for a basic variable whose
bounds are not satisfied by the current interpretation, and attempts to fix the in-
terpretation. There are two symmetric cases, encoded as two branches of the if
statement, x; < [; or x; > u;.

Let’s consider the first case, x; < [;. Since x; is less than [;, we need to increase
its assignment in I. We do this indirectly by modifying the assignment of a non-
basic variable x;. But which x; should we pick? In principle, we can pick any x;
such that the coefficient c;; # 0, and adjust the interpretation of x; accordingly. If
you look at the algorithm, there are a few extra conditions. If we cannot find an
x; that satisfies these conditions, then the problem is UNSAT. We will discuss the
unsatisfiability conditions shortly. For now, assume we have found an x;. We can

increase its current interpretation by Z’fclﬂ
)

; this makes the interpretation of x;
increase by I; — I(x;), thus barely satisfying the lower bound, i.e., I(x;) = I;. Note

that the interpretations of basic variables are assumed to change automatically
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when we change the interpretation of non-basic variables. This maintains the first
invariant of the algorithm.?

After we have updated the interpretation of x;, there is a chance that we have
violated one of the bounds of Xj. Therefore, we rewrite the formulas such that X;
becomes a basic variable and x; a non-basic variable. This is known as the pivot
operation, and it is mechanically done as follows: Take the following equality,
where N is the set of indices of non-basic variables:

Xi = Z CikXk
keN
and rewrite it by moving x; to the left-hand side:
X o
e Ml
G keN\{jy €U

-~

replace x; with this

Now, replace x; in all other equalities with the expression above. This operation
results in a set of equalities where x; only appears once, on the left-hand side. And
so, after pivoting, X; becomes a basic variable and x; a non-basic one.

Example 7.0 Let’s now work through our running example in detail. Recall that
our formula is:

s1=x+Yy

Sp = —2x+Yy
s3 = —10x+y
s1 20

Sy =2

s3> —b

Say the variables are ordered as follows:

X, Y,51,52,53

2Basic variables are sometimes called dependent variables and non-basic variables independent
variables, indicating that the assignments of basic variables depend on those of non-basic vari-
ables.
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Algorithm 3: Simplex

Data: A formula F in Simplex form
Result: | = F or UNSAT

Let I be the interpretation that sets all variables fo(F) to 0
while true do

if I = F then return [

Let x; be the first basic variable s.t. I(x;) < [; or I(x;) > u;
if I(x;) < I; then

Let x; be the first non-basic variable s.t.

(I(xj) <ujandc;; > 0) or (I(xj) > Ijand ¢;; < 0)

if If no such x; exists then return UNSAT
1(xj) + I(x;) + =20

]
else
Let X; be the first non-basic variable s.t.

(I(x]') > l] and Cij > 0) or (I(x]) < Uj and Cij < 0)

if If no such x; exists then return UNSAT
()  I(xj) + 2t
Pivot x; and x;

Initially, the bounds of s; and s3 are satisfied, but s, is violated, because s, > 2 but
Ip(s2) = 0, as all variables are assigned 0 initially.

First iteration In the first iteration, we pick the variable x to fix the bounds
of sy, as it is the first one in our ordering. Note that x is unbounded (i.e., its
bounds are —oc and ), so it easily satisfies the conditions. To increase the
interpretation of s, to 2, and satisfy its lower bound, we can decrease I(x) to
—1, resulting in the following satisfying assignment:

L={x——-1,y—0, s — —1, 55— 2, s3— 10}

(Revisit Figure 7.1 for an illustration.) We now pivot sy and x, producing the
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following set of equalities (the bounds always remain the same):

x = 0.5y — 0.5
s1 = 1.5y — 0.5s
s3 = —4y + 55

Second iteration The only basic variable not satisfying its bounds is now s,
since I1(s;) = —1 < 0. The first non-basic variable that we can tweak is y.
We can increase the value of I(y) by 1/1.5 = 2/3, resulting in the following
interpretation:

L={x— —-2/3,y—2/3,5+—0, 2 s3—7/3}
At this point, we pivot y with s;.

Third iteration Simplex terminates since I, |= F.

Why is Simplex Correct?

First, you may wonder, why does Simplex terminate? The answer is due to the
fact that we order variables and always look for the first variable violating bounds.
This is known as Bland’s rule (Bland, 1977). Bland’s rule ensures that we never
revisit the same set of basic and non-basic variables.

Second, you may wonder, is Simplex actually correct? If Simplex returns an
interpretation I, it is easy to see that I = F, since Simplex checks that condition
before it terminates. But what about the case when it says UNSAT? To illustrate
correctness in this setting, we will look at an example.
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Example 7. Consider the following formula in Simplex form:

S1=x+Yy
Sp = —x—2y
S3=—Xx+Yy

% 2
A\YARR\VARR\V}
— N O

92)
W

This formula is UNSAT—use your favorite SMT solver to check this. Imagine an
execution of Simplex that performs the following two pivot operations: (1) s; with
x and (2) s, with y.

The first pivot results in the following formula:

X=8—Y
52:—81—]/
§3 = —S1 + 2y

The second pivot results in the following formula:

X =251+5>
Y= —52—35
s3 = —351 — 255

The algorithm maintains the invariant that all non-basic variables satisfy their
bounds. So we have s; > 0 and s, > 2. Say s3 violates its bound, i.e.,

—3s1 —2sp < 1

The only way to fix this is by decreasing the interpretations of s; and s,. But even
if we assign s; and s; the values 0 and 2 (their lower bounds), respectively, we
cannot make s3 > 1. Contradiction! So Simplex figures out the formula is UNSAT.
The conditions for choosing variable x; in Algorithm 3 encode this argument. =

As the above example illustrates, we can think of Simplex as constructing a
proof by contradiction to prove that a set of linear inequalities is unsatisfiable.
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7.3 The Reluplex Algorithm

Using the Simplex algorithm as the theory solver within DPLLT allows us to solve
formulas in LRA. So, at this point in our development, we know how to algo-
rithmically reason about neural networks with piecewise-linear activations, like
ReLUs. Unfortunately, this approach has been shown to not scale to large net-
works. One of the reasons is that ReLUs are encoded as disjunctions, as we saw in
Chapter 5. This means that the SAT-solving part of DPLLT will handle the disjunc-
tions, and may end up considering every possible case of the disjunction—ReLU
being active (output = input) or inactive (output = 0)—leading to many calls to
Simplex, exponential in the number of ReLUs.

To fix those issues, the work of Katz et al. (2017) developed an extension of
Simplex, called Reluplex, that natively handles ReLU constraints in addition to
linear inequalities. The key idea is to try to delay case splitting on ReLUs. In the
worst case, Reluplex may end up with an exponential explosion, just like DPLLT
with Simplex, but empirically it has been shown to be a promising approach for
scaling SMT solving to larger neural networks. In what follows, we present the
Reluplex algorithm.

Reluplex Form

Just like with Simplex, Reluplex expects formulas to be in a certain form. We
will call this form Reluplex form, where formulas contain (1) equalities (same as
Simplex), (2) bounds (same as Simplex), and (3) ReLU constraints of the form

x; = relu(x;)

Given a conjunction of inequalities and ReLU constraints, we can translate them
into Reluplex form by translating the inequalities into Simplex form. Additionally,
for each ReLU constraint x; = relu(x]-), we can add the bound x; > 0, which is
implied by the definition of a ReLU.
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Example 7.F Consider the following formula:

x+y=2
y = relu(x)

We translate it into the following Reluplex form:

S1=Xx+Yy
y = relu(x)
s1 =22
y=0

Reluplex in Detail

We now present the Reluplex algorithm. The original presentation by Katz et al.
(2017) is a set of rules that can be applied non-deterministically to arrive at an
answer. Here, we present a specific schedule of the Reluplex algorithm.

The key idea of Reluplex is to call Simplex on equalities and bounds, and then
try to massage the interpretation returned by Simplex to satisfy all ReLU con-
straints. Reluplex is shown in Algorithm 4.

Initially, Simplex is invoked on the formula F/, which is the original formula F
but without the ReLU constraints. If Simplex returns UNSAT, then we know that F
is UNSAT—this is because F = F’ is valid. Otherwise, if Simplex returns a model
I = F/, it may not be the case that I |= F, since F’ is a weaker (less constrained)
formula.

If I = F, then we know that one of the ReLU constraints is not satisfied. We
pick one of the violated ReLU constraints x; = relu(x;) and modify I to make sure
it is not violated. Note that if any of x; and x; is a basic variable, we pivot it with
a non-basic variable. This is because we want to modify the interpretation of one
of x; or x;, which may affect the interpretation of the other variable if it is a basic



CHAPTER 7. NEURAL THEORY SOLVERS 79

Algorithm 4: Reluplex

Data: A formula F in Reluplex form
Result: | = F or UNSAT

Let I be the interpretation that sets all variables fo(F) to 0

Let F’ be the non-ReLU constraints of F

while true do

> Calling Simplex (note that we supply Simplex with a reference to the
initial interpretation and it can modify it)

r < Simplex(F’, I)

If r is UNSAT then return UNSAT

r is an interpretation [

if I = F then return [

> Handle violated ReLU constraint
Let ReLU constraint x; = relu(x;) be s.t. I(x;) # relu(I(x;))
if x; is basic then

| pivot x; with non-basic variable x;, where k # j and cj # 0
if x; is basic then

| pivot x; with non-basic variable x;, where k # i and cj; # 0
Perform one of the following operations:

I(x;) < relu(I(x;)) or I(x;) < I(x;)

> Case splitting (ensures termination)
ifuj > 0,1; <0,and x; = relu(x;) considered more than T times then
r1 < Reluplex(F Ax; > 0 A x; = xj)
r2 + Reluplex(FAx; <0Ax; =0)
if 1 = rp = unsat then return UNSAT
if r1 # unsat then return rq
return

variable and c¢;; # 0.3 Finally, we modify the interpretation of x; or Xj, ensuring
that I |= x; = relu(x;). Note that the choice of x; or x; is up to the implementation.
The problem is that fixing a ReLU constraint may end up violating a bound,

3These conditions are not explicit in Katz et al. (2017), but their absence may lead to wasted
iterations (or Update rules in Katz et al. (2017)) that do not fix violations of ReLU constraints.
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and so Simplex need be invoked again. We assume that the interpretation I in
Reluplex is the same one that is modified by invocations of Simplex.

Case Splitting

If we simply apply Reluplex without the last piece of the algorithm—case splitting—
it may not terminate. Specifically, it may get into a loop where Simplex satisfies
all bounds but violates a ReLU, and then satisfying the ReLU causes a bound to
be violated, and on and on.

The last piece of Reluplex checks if we are getting into an infinite loop, by
ensuring that we do not attempt to fix a ReLU constraint more than 7 times,
some fixed threshold. If this threshold is exceeded, then the ReLU constraint
x; = relu(x;) is split into its two cases:

Fléxj>0/\x,-:xj

and
Fzéx]-<0/\xi=0

Reluplex is invoked recursively on two instances of the problem, F A F; and F A F>.
If both instances are UNSAT, then the formula F is UNSAT. If any of the instances
is SAT, then F is SAT. This is due to the fact that

F=(FAFR)V(FAR)

Looking Ahead

We're done with constraint-based verification. In the next part of the book, we
will look at different approaches that are more efficient at the expense of failing to
provide proofs in some cases.

There are a number of interesting problems that we didn’t cover. A critical one
is soundness with respect to machine arithmetic. Our discussion has assumed
real-valued variables, but, of course, that’s not the case in the real world—we use
machine arithmetic. A recent paper has shown that verified neural networks in
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LRA may not really be robust when one considers the bit-level behavior (Jia and
Rinard, 2020b).

Another issue is scalability of the analysis. Using arbitrary-precision rational
numbers can be very expensive, as the size of the numerators and denominators
can blow up due to pivot operations. Reluplex (Katz et al., 2017) ends up us-
ing floating-point approximations, and carefully ensures the results are sound by
keeping track of round-off errors.

At the time of writing, constraint-based verification approaches have only
managed to scale to neural networks with around a hundred thousand ReLUs (Tjeng
et al., 2019a), which is small compared to state-of-the-art neural networks. This is
still a triumph, as the verification problem is NP-hard (Katz et al., 2017). It is, how-
ever, unclear how much further we can push this technology. Scaling constraint-
based verification further requires progress along two fronts: (1) developing and
training neural networks that are friendlier to verification (less ReLUs is better),
and (2) advancing the algorithms underlying SMT solvers and MILP solvers.
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Chapter 8
Neural Interval Abstraction

In the previous part of the book, we described how to precisely capture the seman-
tics of a neural network by encoding it, along with a correctness property, as a for-
mula in first-order logic. Typically, this means that we’re solving an NP-complete
problem, like satisfiability modulo linear real arithmetic (equivalently, mixed in-
teger linear programming). While we have fantastic algorithms and tools that
surprisingly work well for such hard problems, scaling to large neural networks
remains an issue.

In this part of the book, we will look at approximate techniques for neural-
network verification. By approximate, we mean that they overapproximate—or
abstract—the semantics of a neural-network, and therefore can produce proofs of
correctness, but when they fail, we do not know whether a correctness property
holds or not. The approach we use is based on abstract interpretation (Cousot and
Cousot, 1977), a well-studied framework for defining program analyses. Abstract
interpretation is a very rich theory, and the math can easily make you want to
quit computer science and live a monastic life in the woods, away from anything
that can be considered technology. But fear not, it is a very simple idea, and we
will take a pragmatic approach here in defining it and using it for neural-network
verification.
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8.1 Set Semantics and Verification

Let’s focus on the following correctness property, defining robustness of a neural
network f : R” — R on an input grayscale image ¢ whose classification label is
1.

{|lx—¢c] <01}

re f(x)

{class(r) =1}
Concretely, this property makes the following statement: Pick any image x that
is like ¢ but is slightly brighter or darker by at most 0.1 per pixel, assuming each
pixel is some real number encoding its brightness. Now, execute the network on
x. The network must predict that x is of class 1.

The issue in checking such statement is that there are infinitely many possible
images x. Even if there are finitely many images—because, at the end of the day,
we’re using bits—the number is still enormous, and we cannot conceivably run
all those images through the network and ensure that each and every one of them
is assigned class 1. But let’s just, for the sake of argument, imagine that we can lift
the function f to work over sets of images. That is, we will define a version of f of
the form:

2 PR") — P(R™)
where P(S) is the powerset of set S. Specifically,
X)) ={ylxeX y=flx)}
Armed with f°, we can run it with the following input set:
X={x]|x—c| <01}

which is the set of all images x defined above in the precondition of our correct-
ness property. By computing f°(X), we get the predictions of the neural network
f for all images in X. To verify our property, we simply check that

f1(X) € {y | class(y) =1}

In other words, all runs of f on every image x € X result in the network predicting
class 1.
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The above discussion may sound like crazy talk: we cannot simply take a neu-
ral network f and generate a version f° that takes an infinite set of images. In
this chapter, we will see that we actually can, but we will often have to lose pre-
cision: we will define an abstract version of our theoretical f° that returns more
answers. The trick is to define infinite sets of inputs using data structures that we
can manipulate, called abstract domains.

In this chapter, we will meet the interval abstract domain. We will focus our
attention on the problem of executing the neural network on an infinite set. Later,
in Chapter 11, we come back to the verification problem.

8.2 The Interval Domain
Let’s begin by considering a very simple function
fx) =x+1

I would like to evaluate this function on a set of inputs X; that is, I would like to
somehow evaluate
FFX)={x+1|xeX}

We call f* the concrete transformer of f.

Abstract interpretation simplifies this problem by only considering sets X that
have a nice form. Specifically, the interval abstract domain considers an interval of
real numbers written as [/, u], where [,u € R and ! < u. An interval [/, u] denotes
the potentially infinite set

{x|I<x<u}

So we can now define a version of our function f° that operates over an interval,
as follows:
fAllu]) = 14+ 1,u+1]

We call f” an abstract transformer of f. In other words, f* takes a set of real numbers
and returns a set of real numbers, but the sets are restricted to those that can be
defined as intervals. Observe how we can mechanically evaluate this abstract
transformer on an arbitrary interval [I,u]: add 1 to I and add 1 to u, arriving at
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Figure 8.1 lllustration of an abstract transformer of f(x) = x + 1.

the interval [I + 1, u + 1]. Geometrically, if we have an interval on the number line
from [ to u, and we add 1 to every point in this interval, then the whole interval
shifts to the right by 1. This is illustrated in Figure 8.1. Note that the interval
[I, u] is an infinite set (assuming | < u), and so f? adds 1 to an infinite set of real
numbers!

Example 8.A Continuing our example,
f%(10,10]) = [1,11]

If we pass a singleton interval, e.g., [1,1], we get f*([1,1]) = [2,2]—exactly the
behavior of f. (]

Generally, we will use the notation ([, u1], ..., [In, us]) to denote an n-dimensional
interval, or a hyperrectangular region in IR", i.e., the set of all n-ary vectors

{x e R" | [; <x; <uy}

Soundness

Whenever we design an abstract transformer f, we need to ensure that it is a
sound approximation of f°. This means that its output is a superset of that of the
concrete transformer, f°. The reason is that we will be using f* for verification,
so to declare that a property holds, we cannot afford to miss any behavior of the
neural network.

Formally, we define soundness as follows: For any interval [/, u], we have

F L u]) € fAL u)
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Equivalently, we can say that for any x € [/, u], we have

f(x) € fo({Lu])
In practice, we will often find that
fLul) < £ ul)
for many functions and intervals of interest. This is expected, as our goal is to
design abstract transformers that are easy to evaluate, and so we will often lose

precision, meaning overapproximate the results of f°. We will see some simple
examples shortly.

The Interval Domain is Non-relational

The interval domain is non-relational, meaning that it cannot capture the relations
between different dimensions. We illustrate this fact with an example.

Example 8.B Consider the set
X={(x,x)]0<x<1}

We cannot represent this set precisely in the interval domain. The best we can do
is the square between (0,0) and (1,1), denoted as the 2-dimensional interval

([0,1],[0,1])

and illustrated as the gray region below:

The set X defines points where higher values of the x coordinate associate with
higher values of the y coordinate. But our abstract domain can only represent
rectangles whose faces are parallel to the axes. This means that we can’t capture
the relation between the two dimensions: we simply say that any value of x in
[0,1] can associate with any value of y in [0, 1]. [
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8.3 Basic Abstract Transformers

We now look at examples of abstract transformers for basic arithmetic operations.

Addition

Consider the binary function: f(x,y) = x +y. The concrete transformer f° :
P(RR?) — P(R) is defined as follows:

FX)={x+yl(xy) € X}

We define f* as a function that takes two intervals, i.e., a rectangle, one represent-
ing the range of values of x; and the other of x:

Ll ']y =1+ 1, u+ ]

The definition looks very much like f, except that we perform addition on the
lower bounds and the upper bounds of the two input intervals.

Example 8.C Consider
f*([1,5],[100,200]) = [101,205]

The lower bound, 101, results from adding the lower bounds of x and y (1 + 100);
the upper bound, 205, results from adding the upper bounds of x and y (5 + 200).
|

It is simple to prove soundness of our abstract transformer f“. Take any
(x,y) € ([Lu], [F',u])
By definition, I < x < uand !’ <y < u'. So we have
I+1I'<x+y<u+u
By definition of an interval, we have

x+ye[l+1u+u



CHAPTER 8. NEURAL INTERVAL ABSTRACTION 89

Multiplication

Multiplication is a bit trickier. The reason is that the signs might flip, making the
lower bound an upper bound. So we have to be a bit more careful.

Let f(x,y) = x xy. If we only consider positive inputs, then we can define f*
just like we did for addition:

FLul, [, u']) = [1xl',uxu]

But consider
(=11, [=3,-2]) = [3,-2]

We're in trouble: [3, —2] is not even an interval as per our definition—the upper
bound is less than the lower bound!

To fix this issue, we need to consider every possible combination of lower and
upper bounds as follows:

F([Lul, [P, u']) = [min(B), max(B)]
where
B={l«l',Ixu', uxl', uxu'}
Example 8.0 Consider the following abstract multiplication of two intervals:

fH([=1,1],[=3,-2]) = [min(B), max(B)]
=[-3,3]

where B = {3,2, -3, -2}. [

8.4 General Abstract Transformers

We will now define geneneral abstract transformers for classes of operations that
commonly appear in neural networks.
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Affine Functions
For an affine function

f X1y, X chxl

where ¢; € R, we can define the abstract transformer as follows:

fa([ll, ul], ln, un] [Zl Zu:]

where I/ = min(c;l;, c;ju;) and u} = max(cil;, cju;).

Notice that the definition looks pretty much like addition: sum up the lower
bounds and the upper bounds. The difference is that we also have to consider the
coefficients, c;, which may result in flipping an interval’s bounds when ¢; < 0.

Example 8.E Consider f(x,y) = 3x + 2y. Then,

£([5,10],[20,30]) = [3-5+2-20, 310 + 2 - 30]
= [55,90]

Monotonic Functions Most activation functions used in neural networks are mono-
tonically increasing, e.g., ReLU and sigmoid. It turns out that it’s easy to define
an abstract transformer for any monotonically increasing function f : R — R, as
follows:

fAlLu]) = [F(), f(u)]
Simply, we apply f to the lower and upper bounds.

Example 8.F Figure 8.2 illustrates how to apply ReLU to an interval [3,5]. The
shaded region shows that any value y in the interval [3, 5] results in a value

relu(3) < relu(y) < relu(5)

that is, a value in the interval [relu(3), relu(5)]. |
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Figure 8.2 ReLU function over an interval of inputs [I, u]

Composing Abstract Transformers

Say we have a function composition f o g—this notation means (f o ¢)(x) =
f(g(x)). We don’t have to define an abstract transformer for the composition:
we can simply compose the two abstract transformers of f and g, as f* o g%, and
this will be a sound abstract transformer of f o g.

Composition is very important, as neural networks are a composition of many
operations.

Example 8.G Let

g(x) = 3x
f(x) = relu(x)
h(x) = f(g(x))
The function & represents a very simple neural network, one that applies an

affine function followed by a ReLU on an input in R.
We define

RE(1Lul) = f(g" (1L ul))

where f? and g are as defined earlier for monotonic functions and affine func-
tions, respectively. For example, on the input interval [2, 3], we have

h([2,3]) = f*(g"([2,3]))
= f(16,9])
= [6,9]
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8.5 Abstractly Interpreting Neural Networks

We have seen how to construct abstract transformers for a range of functions and
how to compose abstract transformers. We now direct our attention to construct-
ing an abstract transformer for a neural network.

Recall that a neural network is defined as a graph G = (V, E), giving rise to
a function fg : R" — R™, where n = |V"| and m = |V°|. Recall that V" are
input nodes and V° are output nodes of G. We would like to construct an abstract
transformer fZ that takes n intervals and outputs m intervals.

We define f&([l1,u1], ..., [In, un]) as follows:

e First, for every input node v;, we define
out*(v;) = [l;, ui
Recall that we assume a fixed ordering of nodes.
e Second, for every non-input node v, we define
out’(v) = fi(out(vy),...,out’(vg))

where f is the abstract transformer of f,, and v has the incoming edges
(vll U), ceey (Uk/ U),

o Finally, the output of f£ is the set of intervals out’(v1), ..., out?(v,,), where
vy, ..., 0y are the output nodes.

Example 8.H Consider the following simple neural network G:
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Assume that fp,(x) = 2x1 + xp and fy, (x) = relu(x).

Say we want to evaluate f£([0,1],[2,3]). We can do this as follows, where f7,
and f;, follow the definitions we discussed above for affine and monotonically
increasing functions, respectively.

25042, 2%143] = [2,5]
relu(2), relu(5)] = [2,5]

[
[
[
=

It’s nice to see the outputs of every node written on the edges of the graph as
follows:

0,1] 2,5
(s

Limitations of the Interval Domain

The interval domain, as described, seems infallible. We will now see how it can,
and often does, overshoot: compute wildly overapproximating solutions. The
primary reason for this is that the interval domain is non-relational, meaning it
cannot keep track of relations between different values, e.g., the inputs and out-
puts of a function.

Example 8.1 Consider the following, admittedly bizarre, neural network:

[0,1] —1,0]
@/@K’@[—l, 1]

01
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where

fvz(x) =X
fos (%) = %1+ x2

Clearly, for any input x, f(x) = 0. Therefore, ideally, we can define our abstract
transformer simply as fZ([I, u]) = [0,0] for any interval [/, u].

Unfortunately, if we follow the recipe above, we get a much bigger interval
than [0,0]. For example, on the input [0,1], f& returns [—1,1], as illustrated on
the graph above. The reason this happens is because the output node, v3, receives
two intervals as input, not knowing that one is the negation of the other. In other
words, it doesn’t know the relation between, or provenance of, the two intervals.
|

Example 8] Here’s another simple network, G, where f,, and f,, are ReLUs.
Therefore, f;(x) = (x, x) for any positive input x.

[0,1] [0,1]

[0,1] [0,1]

Following our recipe, we have f£([0,1]) = ([0,1],[0,1]). In other words, the
abstract transformer tells us that, for inputs between 0 and 1, the neural network
can output any pair (x,y) where 0 < x,y < 1. But that’s too loose an approx-
imation: we should expect to see only outputs (x,x) where 0 < x < 1. Again,
we have lost the relation between the two output nodes. They both should return
the same number, but the interval domain, and our abstract transformers, are not
strong enough to capture that fact. |
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Looking Ahead

We’ve seen how interval arithmetic can be used to efficiently evaluate a neural
network on a set of inputs, paying the price of efficiency with precision. Next, we
will see more precise abstract domains.

The abstract interpretation framework was introduced by Cousot and Cousot
(1977) in their seminal paper. Abstract interpretation is a general framework,
based on lattice theory, for defining and reasoning about program analyses. In our
exposition, we avoided the use of lattices, because we do not aim for generality—
we just want to analyze neural networks. Nonetheless, the lattice-based formal-
ization allows us to easily construct the most-precise abstract transformers for any
operation.

Interval arithmetic is an old idea that predates program analysis, even com-
puter science: it is a standard tool in the natural sciences for measuring accu-
mulated measurement errors. For neural-network verification, interval arithmetic
first appeared in a number of papers starting in 2018 (Gehr et al., 2018; Gowal
et al., 2018; Wang et al., 2018). To implement interval arithmetic for real neural
networks efficiently, one needs to employ parallel matrix operations (e.g., using a
GPU). Intuitively, an operation like matrix addition can be implemented with two
matrix additions for interval arithmetic, one for upper bounds and one for lower
bounds.

There are also powerful techniques that employ the interval domain (or any
means to bound the output of various nodes of the network) with search. We did
not cover this combination here but I would encourage you to check out FastLin
approach (Weng et al., 2018) and its successor, CROWN (Zhang et al., 2018a). (Both
are nicely summarized by Li et al. (2019))

One interesting application of the interval domain is as a quick-and-dirty way
for speeding up constraint-based verification. Tjeng et al. (2019b) propose using
something like the interval domain to bound the interval of values taken by a
ReLU for a range of inputs to the neural network. If the interval of inputs of a
ReLU is above or below 0, then we can replace the ReLU with a linear function,
f(x) = xor f(x) = 0, respectively. This simplifies the constraints for constraint-
based verification, as there’s no longer a disjunction.
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Chapter 9
Neural Zonotope Abstraction

In the previous chapter, we defined the interval abstract domain, which allows us
to succinctly capture infinite sets in IR” by defining lower and upper bounds per
dimension. In R?, an interval defines a rectangle; in R3, an interval defines a box;
in higher dimensions, it defines hyperrectangles.

The issue with the interval domain is that it does not relate the values of var-
ious dimensions—it just bounds each dimension. For example, in R2, we cannot
capture the set of points where x = y and 0 < x < 1. The best we can do is
the square region ([0, 1], [0,1]). Syntactically speaking, an abstract element in the
interval domain is captured by constraints of the form:

AL < xi <
i

where every inequality involves a single variable, and therefore no relationships
between variables are captured. So the interval domain is called non-relational. In
this chapter, we will look at a relational abstract domain, the zonotope domain, and

e

Figure 9.1 Examples of zonotopes in IR?

discuss its application to neural networks.
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9.1 What the Heck is a Zonotope?

Let’s begin with defining a 1-dimensional zonotope. We assume we have a set of
m real-valued generator variables, denoted €y, ..., €. A 1-dimensional zonotope

is the set of all points
€; € [—1, 1]}
where ¢; € R.

If you work out a few examples of the above definition, you’'ll notice that a

m
{CO+ZCi'€i

i=1

1-dimensional zonotope is just a convoluted way of defining an interval. For ex-
ample, if we have one generator variable, €, then a zonotope is the set

{co+cie|ee[-1,1]}

which is the interval [co — ¢1,¢o + c1], assuming ¢; > 0. Note that cg is the center
of the interval.

Zonotopes start being more expressive than intervals in R? and beyond. In
n-dimensions, a zonotope with m generators is the set of all points

m m
c10+2c1i-ei...,cn0+Zcm--ei 61'6[—1,1]
i=1 i=1

N J/

NV NV
first dimension nth dimension

This is best illustrated through a series of examples in R2.!

Example 9.A Consider the following two-dimensional zonotope with two genera-
tors.
(1 +€1, 2+ 62)

where we drop the set notation for clarity. Notice that in the first dimension the
coefficient of €5 is 0, and in the second dimension the coefficient of €7 is 0. Since the
two dimensions do not share generators, we get the following box shape whose
center is (1, 2).

n the VR edition of the book, I take the reader on a guided 3D journey of zonotopes; since
you cheaped out and just downloaded the free pdf, we’ll have to do with R?.
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Observe that the center of the zonotope is the vector of constant coefficients of
the two dimensions, (1,2), as illustrated below:

(1 4+€, 2 +e)

Example 9.B Now consider the following zonotope with 1 generator:
(2 + €1, 2+ 61)

Since the two dimensions share the same expression, this means that two dimen-
sions are equal, and so we get we get a line shape centered at (2,2):

The reason € is called a generator is because we can think of it as a constructor
of a zonotope. In this example, starting from the center point (2,2), the generator
€1 stretches the point (2,2) to (3,3), by adding (1,1) (the two coefficients of €1) and
stretches the center to (1,1) by subtracting (1,1). See the following illustration:
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Example 9.C Now consider the following zonotope with 2 generators,
(2+e€1, 3+e€1+e)
which is visualized as follows, with the center point (2,3) in red.

51;
4,,

3,,
2,,
1

1 2 3 4

Let’s see how this zonotope is generated in two steps, by considering one gen-
erator at a time. The coefficients of €1 are (1,1), so it stretches the center point (2,3)
along the (1,1) vector, generating a line:

~

1 2 3 4

A

— N W O

Next, the coefficients of €, are (0,1), so it stretches all points along the (0,1)
vector, resulting in the zonotope we plotted earlier:

51;

— N W
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|
You may have deduced by now that adding more generators adds more faces

to the zonotope. For example, the right-most zonotope in Figure 9.1 uses three
generators to produce the three pairs of parallel faces.

A Compact Notation

Going forward, we will use a compact notation to describe an n-dimensional

€ € [—1, 1]}

Specifically, we will define it as a tuple of vectors of coefficients:

zonotope with m generator variables:

1 m
{<C10+2C11€l/ e ooy C”0+ch1€z>

i=1 i=1

(<C101' . -/C1m>/- ey <C7’ZOI‘ . -/Cnm>)

For an even more compact presentation, will also use

(<C1i>1‘, ceey <Cni>i)

where i ranges from 0 to m, the number of generators; we drop the index i when
it’s clear from context.

We can compute the upper bound of the zonotope (the largest possible value)
in the j dimension by solving the following optimization problem:

m
max Cjo + Z Cji€i
i=1
s.t. € € [—1,1]

This can be easily solved by setting €; to 1 if ¢;; > 0 and —1 otherwise.

Similarly, we can compute the lower bound of the zonotope in the jth dimen-
sion by minimizing instead of maximizing, and solving the optimization problem
by setting €; to —1if ¢;; > 0 and 1 otherwise.
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Example 9.0 Recall our parallelogram from Example 9.C:
(2+€1, 3+€+6)
In our compact notation, we write this as
((2,1,0),(3,1,1))
The upper bound in the vertical dimension, 3 + €1 + €2, is
3+1+1=5

where €7 and €, are set to 1. [

9.2 Basic Abstract Transformers

Now that we have seen zonotopes, let’s define some abstract transformers over
zonotopes.

Addition

For addition, f(x,y) = x +y, we will define the abstract transformer f* that takes
a two-dimensional zonotope defining a set of values of (x,y). We will assume a
fixed number of generators m. So, for addition, its abstract transformer is of the
form

fh({c10,-- -, C1m), (€20, - -+, Com))

Compare this to the interval domain, where ([, u1], [I2, uz])
It turns out that addition over zonotopes is straightforward: we just sum up
the coefficients:

A ({c10,- -, €1m), (€20, - - -, Cam)) = (€10 + €20, - - -, C1m + C2m)

Example 9.E Consider the simple zonotope (0 + €1,1 + €3). This represents the
following box:
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1

-1 1

102

The set of possible values we can get by adding the x and y dimensions in

this box is the interval between —1 and 3. Following the definition of the abstract

transformer for addition:
f%((0,1,0),(1,0,1)) = (1,1,1)
That is the output zonotope is the set
{1+e1+e|e,ee[-1,1]}

which is the interval [—1, 3].

Affine Functions

For an affine function

flx, ..., xn) :Zajxj
j

where a; € R, we can define the abstract transformer as follows:

fUeri)s - eni)) = <Zajcj0z- : -/Zajcjm>
j i

Intuitively, we apply f to the center point and coefficients of €1, €, etc.

Example 9.F Consider f(x,y) = 3x 4 2y. Then,

f1((1,2,3),(0,1,1)) = (f(1,0), f(2,1), f(3,1))
= (3,8,11)
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9.3 Abstract Transformers of Activation Functions

We now discuss how to construct an abstract transformer for the ReLLU activation
function.

Limitations of the Interval Domain

Let’s first recall the interval abstract transformer of ReLU:
relu’([1, u]) = [relu(]), relu(u)]

The issue with the interval domain is we don’t know how points in the output
interval relu”([l, u]) relate to the input interval [I,u|—i.e., which inputs are re-
sponsible for which outputs.

Geometrically, we think of the interval domain as approximating the ReLU
function with a box as follows:

relu(u)
° relu(u)

relu(/)

—0
=

The figure on the left shows the case where the lower bound is negative and the
upper bound is positive; the right figure shows the case where the lower bound is
positive.

A Zonotope Transformer for ReLU

Let’s slowly build the ReLU abstract transformer for zonotopes. We're given a
1-dimensional zonotope (c;); as input. We will use u to denote the upper bound
of the zonotope and ! the lower bound.

<Ci>i forl >0
relu’((c;);) = ¢ (0); for u<0

? otherwise
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If I > 0, then we simply return the input zonotope back; if u < 0, then the
answer is 0; when the zonotope has both negative and positive values, there are
many ways to define the output, and so I've left it as a question mark. The easy
approach is to simply return the interval [/, u] encoded as a zonotope. But it turns
out that we can do better: since zonotopes allow us to relate inputs and outputs,
we can shear a box into a parallelogram that fits the shape of ReLU more tightly,
as follows:

—0
<
-

The approximation on the right has a smaller area than the approximation af-
forded by the interval domain on the left. The idea is that a smaller area results in
a better approximation, albeit an incomparable one, as the parallelogram returns
negative values, while the box doesn’t. Let’s try to describe this parallelogram as
a zonotope.

The bottom face of the zonotope is the line

y = Ax
for some slope A. It follows that the top face must be
y=Ax+u(l—A)

If we set A = 0, we get two horizontal faces, i.e., the interval approximation shown
above. The higher we crank up A, the tighter the parallelogram gets. But, we can’t
increase A past u/(u — I); this ensures that the parallelogram covers the ReLU
along the input range [/, u]. So, we will set
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It follows that the distance between the top and bottom faces of the parallelo-
gram is u(1 — A),. Therefore, the center of the zonotope (in the vertical axis) must

be the point
w1 A)
="
With this information, we can complete the definition of relu” as follows:
(ci)iy for/ >0
relu’({c1,...,cm)) = ¢ (0);, foru <0

(Ac1, ..., Acm,0) + (1,0,0,...,1) otherwise
There are two non-trivial things we do here:

e First, we add a new generator, €,,11, in order to stretch the parallelogram in
the vertical axis; its coefficient is 77, which is half the hight of the parallelo-
gram.

e Second, we add the input zonotope scaled by A with coefficient 0 for the new
generator; this ensures that we capture the relation between the input and
output.

Let’s look at an example for clarity:

Example 9.G Say we invoke relu” with the interval between! = —landu =1, i.e.,
relu”((0,1))
Here, A = 0.5 and # = 0.25. So the result of relu” is the following zonotope:
(0,0.5,0) + (0.25,0,0.25) = (0.25,0.5,0.25)

The 2-dimensional zonotope composed of the input and output zonotopes of relu”
is
((0,1,0), (0.25,0.5,0.25))
or, explicitly,
(0+ €1, 0.25+ 0.5¢1 + 0.25¢3)

This zonotope, centered at (0,0.25), is illustrated below:
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n =025

Other Abstract Transformers

We saw how to design an abstract transformer for ReLU. We can follow a similar
approach to design abstract transformers for sigmoid. It is indeed a good exercise
to spend some time designing a zonotope transformer for sigmoid or tanh—and
don’t look at the literature (Singh et al., 2018)!

It is interesting to note that as the abstract domain gets richer—allowing cra-
zier and crazier shapes—the more incomparable abstract transformers you can
derive (Sharma et al., 2014). With the interval abstract domain, which is the sim-
plest you can go without being trivial, the best you can do is a box to approximate
a ReLU or a sigmoid. But with zonotopes, there are infinitely many shapes that
you can come up with. So designing abstract transformers becomes an art, and
it’s hard to predict which transformers will do well in practice.

9.4 Abstractly Interpreting Neural Networks with Zonotopes

We can now use our zonotope abstract transformers to abstractly interpret an en-
tire neural network in precisely the same way we did intervals. We review the
process here for completeness.

Recall that a neural network is defined as a graph G = (V, E), giving rise to
a function fg : R* — R™, where n = |VI"| and m = |V°|. We would like to
construct an abstract transformer f£ that takes an n-dimensional zonotope and
outputs an m-dimensional zonotope.
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We define f&({c1j), ... (cyj)) as follows:
e First, for every input node v;, we define
out®(v;) = {cyj);
Recall that we assume a fixed ordering of nodes.
e Second, for every non-input node v, we define
out’(v) = fi(out*(vy),...,out’(vy))

where f] is the abstract transformer of f,, and v has the incoming edges
(v1,0),..., (v, 0),

e Finally, the output of f£ is the m-dimensional zonotope
(out?(vq),...,0ut’(vy))
where vy, ..., v, are the output nodes.

One thing to note is that some abstract transformers (for activation functions)
add new generators. We can assume that all of these generators are already in the
input zonotope but with coefficients set to 0, and they only get non-zero coeffi-
cients in the outputs of activation function nodes.

Example 9.H Consider the following neural network, which we saw in the last

chapter,

where

fvz(x)
fU3(x) =X1tX

—X
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Clearly, for any input x, f;(x) = 0. Consider any input zonotope (c;). The output
node, v3, receives the two-dimensional zonotope

({=ci), (ci)

The two dimensions cancel each other out, resulting in the zonotope (0), which is
the singleton set {0}.

In contrast, with the interval domain, given input interval [0, 1], you get the
output interval [—1, 1]. [

Looking Ahead

We’ve seen the zonotope domain, an efficient extension beyond simple interval
arithmetic. Next, we will look at full-blown polyhedra.

To my knowledge, the zonotope domain was first introduced by Girard (2005)
in the context of hybrid-system model checking. In the context of neural-network
verification, Gehr et al. (2018) were the first to use zonotopes, and introduced
precise abstract transformers (Singh et al., 2018), one of which we covered here.
In practice, we try to limit the number of generators to keep verification fast. This
can be done by occasionally projecting out some of the generators heuristically as
we're abstractly interpreting the neural network.

A standard optimization in program analysis is to combine program opera-
tions and construct more precise abstract transformers for the combination. This
allows us to extract more relational information. In the context of neural networks,
this amounts to combining activation functions in a layer of the network. Singh
et al. (2019a) showed how to elegantly do this for zonotopes.
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Chapter 10
Neural Polyhedron Abstraction

In the previous chapter, we saw the zonotope abstract domain, which is more
expressive than the interval domain. Specifically, instead of approximating func-
tions using a hyperrectangle, the zonotope domain allows us to approximate func-
tions using a zonotope, e.g., a parallelogram, capturing relations between differ-
ent dimensions.

In this section, we look at an even more expressive abstract domain, the poly-
hedron domain. Unlike the zonotope domain, the polyhedron domain allows us
to approximate functions using arbitrary convex polyhedra. A polyhedron in R"
is a region made of straight (as opposed to curved) faces; a convex shape is one
where the line between any two points in the shape is completely contained in the
shape. Convex polyhedra can be specified as a set of linear inequalities. Using
convex polyhedra, we approximate a ReLU as follows:

This is the smallest convex polyhedron that approximates ReLU. You can vi-
sually check that it is convex. This approximation is clearly more precise than
that afforded by the interval and zonotope domains, as it is fully contained in the
approximations of ReLU in those domains:
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—~e
<
~—

10.1 Convex Polyhedra

We will define a polyhedron in a manner analogous to a zonotope, using a set
of m generator variables, €1, ..., €,. With zonotopes the generators are bounded
in the interval [—1, 1]; with polyhedra, generators are bounded by a set of linear
inequalities.

Let’s first revisit and generalize the definition of a zonotope. A zonotope in R"
is a set of points defined as follows:

m m
{<C10+chi'€ir Cn0+zcni'€i)

i=1 i=1

F(el,...,em)}

where F is a Boolean function that evaluates to true iff all of its arguments are
between —1 and 1.

With polyhedra, we will define F as a set (conjunction) of linear inequalities
over the generator variables, e.g.,

0<eg <5 Ne=¢€

(equalities are defined as two inequalities). We will always assume that F defines
a bounded polyhedron, i.e., gives a lower and upper bound for each generator;
e.g., €1 < 0is not allowed, because it does not enforce a lower bound on €.

In the 1-dimensional case, a polyhedron is simply an interval. Let’s look at
higher dimensional examples:

Example 10.A Consider the following 2-dimensional polyhedron:

{(e1,€2) | Fer, €2)}
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where
F=0<g <1 Neeg Ne 20

This polyhedron is illustrated as follows:

Clearly, this shape is not a zonotope, because its faces are not parallel. |

Example 10.B In 3 dimensions, a polyhedron may look something like this!

One can add more faces by adding more linear inequalities to F. |

From now on, given a polyhedron

m m
{(C10+chi'€i/ ey Cno+20ni‘€i)

i=1 i=1

F(eq, .. .,em)}
we will abbreviate it as the tuple:

({c1i)is -+ - (cni)i, F)

! Adapted from Westburg (2017).
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10.2 Computing Upper and Lower Bounds

Given a polyhedron ({c1;);, ... (cni)i, F), we will often want to compute the lower
and upper bounds of one of the dimensions. Unlike with the interval and zono-
tope domains, this process is not straightforward. Specifically, it involves solving
a linear program, which takes polynomial time in the number of variables and
constraints.

To compute the lower bound of the jth dimension, we solve the following lin-
ear programming problem:

m

min CjO + Z C]'iei
i=1

s.t. F

Similarly, we compute the upper bound of the jth dimension by maximizing in-
stead of minimizing.

Example 10.C Take our triangle shape from Example 10.A, defined using two gen-

erators:
((0, 1,0), (0, 0, 1>,F)

where
F=0<g <1 Ne<e ANe 20

To compute the upper bound of first dimension, we solve

maxXeq

s.t. F

The answer here is 1, which is obvious from the constraints. [ |

10.3 Abstract Transformers for Polyhedra

We’re now ready to go over some abstract transformers for polyhedra.
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Affine Functions

For affine functions, it is really the same transformer as the one for the zonotope
domain, except that we carry around the set of linear inequalities F—for the zono-
tope domain, F is fixed throughout.

Specifically, for an affine function

fx,...,xn) :Za]-x]-
]

where a; € R, we can define the abstract transformer as follows:

fHeni)s - eni), F) = <<Zﬂjcj0r---fzﬂicfm>"—?>
] ]

Notice that the set of linear inequalities does not change between the input and
output of the function—i.e., there are no new constraints added.

Example 10.D Consider f(x,y) = 3x + 2y . Then,

%((1,2,3),(0,1,1),F) = ((3,8,11), F)

Rectified Linear Unit

Let’s now look at the abstract transformer for ReLU, which we illustrated earlier
in the chapter:

relu(u
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This is the tightest convex polyhedron we can use to approximate the ReLU
function. We can visually verify that tightening the shape any further will either
make it not an approximation or not convex—e.g., by bending the top face down-
wards, we get a better approximation but lose convexity.

Let’s see how to formally define relu”. The key point is that the top face is the
line

u(x—1)
u—1I
This is easy to check using vanilla geometry. Now, our goal is to define the shaded

region, which is bounded by y = 0 from below, y = x from the right, and y =
u(x—1)

.~ from above.
We therefore define relu” as follows:

relu’({c;);, F) = ({0,0,...,0,1),F)

where

There are a number of things to note here:

e [ and u are the lower and upper bounds of the input polyhedron, which can
be computed using linear programming.

e (c;); is used to denote the full term co + }_/" ; c;é;.

e Observe that we've added a new generator, €,,11. The new set of constraints
F’ relate this new generator to the input, effectively defining the shaded re-
gion.

Example 10.E Consider the 1-dimensional polyhedron

(<0/1>/ -1 < €1 < 1)
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which is the interval between —1 and 1. Invoking
relu’((0,1), -1 < e < 1)
results in ({0,0,1), F’), where
F=-1<¢ <1

€e1+1
Neéx < !

N

Nery =0
€

VoV

N € 1

If we plot the region defined by F/, using €7 as the x-axis and €; as the y-axis, we
get the shaded region

Other Activation Functions

For ReLU, the transformer we presented is the most precise. For other activation
functions, like sigmoid, there are many ways to define abstract transformers for
the polyhedron domain. Intuitively, one can keep adding more and more faces to
the polyhedron to get a more precise approximation of the sigmoid curve.
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10.4 Abstractly Interpreting Neural Networks with Polyhedra

We can now use our abstract transformers to abstractly interpret an entire neural
network, in precisely the same way we did for zonotopes, except that we're now
carrying around a set of constraints. We review the process here for completeness.

Recall that a neural network is defined as a graph G = (V,E), giving rise to
a function fg : R* — R™, where n = |V"| and m = |V°|. We would like to
construct an abstract transformer fZ that takes an n-dimensional polyhedron and
outputs an m-dimensional polyhedron.

We define f&({c1;), ... (cuj), F) as follows:

e First, for every input node v;, we define
out*(v;) = ({cij);, F)
Recall that we assume a fixed ordering of nodes.
e Second, for every non-input node v, we define
k
out’(v) = f; (PL- cr Pl /\1 Fk)
i=

where f7 is the abstract transformer of f,, v has the incoming edges (v1,v), ..., (vk, v),
and

out’(v;) = (pi, Fi)

Observe what is happening here: we’re combining (with A) the constraints
from the incoming edges. This ensures that we capture the relations between
incoming values.

e Finally, the output of f£ is the m-dimensional polyhedron

(Pl/-”/pﬂu /\ Fl)
i=1

where vy, ..., vy, are the output nodes and out’(v;) = (p;, F;)
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Some abstract transformers (for activation functions) add new generators. We
can assume that all of these generators are already in the input polyhedron but
with coefficients set to 0, and they only get non-zero coefficients in the outputs of
activation function nodes.

Looking Ahead

We looked at the polyhedron abstract domain, which was first introduced by
Cousot and Halbwachs (1978). To minimize the size of the constraints, Singh
et al. (2019b) use a specialized polyhedron restriction that limits the number of
constraints, and apply it to neural-network verification. Another representation
of polyhedra, with specialized abstract transformers for convolutional neural net-
works, is ImageStars (Tran et al., 2020b). For a good description of efficient poly-
hedron domain operations and representations, for general programs, please con-
sult Singh et al. (2017).
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Chapter 11
Verifying with Abstract Interpretation

We have seen a number of abstract domains that allow us to evaluate a neural
network on an infinite set of inputs. We will now see how to use this idea for
verification of specific properties. While abstract interpretation can be used, in
principle, to verify any property in our language of correctness properties, much
of the work in the literature is restricted to specific properties of the form:

{ precondition }

r f(x)

{ postcondition }

where the precondition defines a set of possible values for x, the inputs of the neu-
ral network, and the postcondition defines a set of possible correct values of r, the
outputs of the neural network. To verify such properties with abstract interpreta-
tion, we need to perform three tasks:

1. Soundly represent the set of values of x in the abstract domain.

2. Abstractly interpret the neural network f on all values of x, resulting in an
overapproximation of values of r.

3. Check that all values of r satisfy the postcondition.

We’ve seen how to do (2), abstractly interpreting the neural network. We will now
see how to do (1) and (3) for specific correctness properties from the literature.
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11.1 Robustness in Image Recognition

In image recognition, we’re often interested in ensuring that all images similar to
some image ¢ have the same prediction as the label of c. Let’s say that the label of
c is y. Then we can define robustness using the following property:

{llx—ell, <e;
r f(x)
{class(r) =y }
where |[x||,, is the £, norm of a vector and € > 0. Typically we use the /, (Eu-
clidean) or the ¢, norm as the distance metric between two images:

Izll, = [T [2iP
1

|2, = max|z

Intuitively, the /> norm is the length of the straight-line between two images in
R", while /s, is the largest discrepancy between two images. For example, if each
element of an image’s vector represents one pixel, then the ¢« norm tells us the
biggest difference between two corresponding pixels.

Example 11.A
1(1,2) = 24, = (=1, =2)];
=3
11,2) = (2, 4) ]l = (=1, =2) |
=2

Example 11.B Consider an image c where every element of ¢ represents the bright-
ness of a grayscale pixel, from black to white, say from 0 to 1. If we want to repre-
sent the set of all images that are like ¢ but where each pixel differs by a brightness
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amount of 0.2, then we can use the ¢, norm in the precondition, i.e., the set of im-

ages x where
|x — ¢l < 0.2

This is because the {« norm captures the maximum discrepancy a pixel in ¢ can
withstand. As an example, consider the handwritten 7 digit on the left and a
version of it on the right where each pixel’s brightness was changed by up to 0.2

Now consider the case where we want to represent all images that are like ¢

randomly:

but where a small region has a very different brightness. For example, on the left
we see the handwritten 7 and on the right we see the same handwritten digit but
with a small bright dot:

To characterize a set of images that have such noise, like the dot above, we
shouldn’t use /o, norm, because ¢, bounds the brightness difference for all pixels,
but not some pixels, and here the brightness difference that results in the white dot
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is extreme—from 0 (black) to white (1). Instead, we can use the ¢, norm. For the
above pair of images, their /o-norm distance is 1; their £,-norm distance is also 1,
but the precondition

{lx —elloo <1}

includes the images that are all black or all white, which are clearly not the digit
7. The precondition

{lx —ell, <1}
on the other hand, only allows a small number of pixels to significantly differ in
brightness. |

For verification, we will start by focusing on the £s-norm case and the interval
domain.

Abstracting the Precondition

Our first goal is to represent the precondition in the interval domain. The precon-
dition is the set of the following images:

{x[llx—eclo<e}

Example 11.C Say ¢ = (0,0) and € = 1. Then the above set is the following region:

|
As the illustration above hints, it turns out that we can represent the set {x |
|x — ¢||, < €} precisely in the interval domain as
I=([c1—€,c1+¢€],...,[cn—€,cn+€])

Informally, this is because the /o norm allows us to take any element of ¢ and
change it by € independently of other dimensions.
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Checking the Postcondition

Now that we have represented the set of values that x can take in the interval do-
main as I, we can go ahead and evaluate the abstract transformer f%(I), resulting
in an output of the form

I = ([lllul]/"'/[lmlum])

representing all possible values of r, and potentially more.

The postcondition specifies that class(r) = y. Recall that class(r) is the index of
the largest element of r. To prove the property, we have to show that for allr € I,
class(r) = y. We make the observation that

if I, > u; foralli # y,
then forallr € I, class(r) = y

In other words, if the yth interval is larger than all others, then we know that
the classification is always y. Notice that this is a one-sided check: if I, < u;
for some i # y, then we can’t disprove the property. This is because the set I’
overapproximates the set of possible predictions of the neural network on the
precondition. So I’ may include spurious predictions.

Example 11.D Suppose that
f(I)=1"=(]0.1,0.2],]0.3,0.4])

Then, class(r) = 2 for all ¥ € I'. This is because the second interval is strictly larger
than the first interval.
Now suppose that
I' = (]0.1,0.2],[0.15,0.4])

These two intervals overlap in the region 0.15 to 0.2. This means that we cannot
conclusively say that class(r) = 2 for all r € I’, and so verification fails. n
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Verifying Robustness with Zonotopes

Let’s think of how to check the /w-robustness property using the zonotope do-
main. Since the precondition is a hyperrectangular set, we can precisely represent
it as a zonotope Z. Then, we evaluate the abstract transformer f*(Z), resulting in
a zonotope Z'.

The fun bit is checking the postcondition. We want to make sure that di-
mension y is greater than all others. The problem boils down to checking if a
1-dimensional zonotope is always > 0. Consider the zonotope

Z/ = (<Cli>/ e <le'>)
To check that dimension y is greater than dimension j, we check if the lower bound
of the 1-dimensional zonotope

(cyi) — (cji)

is > 0.

Example 11.E Suppose that
Z'=(2+e, 4+e+e)

which is visualized as follows, with the center point (2,4) in red:

— N Wk U1

1 2 3 4
Clearly, for any point (x,y) in this region, we have y > x. To check thaty > x
mechanically, we subtract the x dimension from the y dimension:
(4—|—€1—|—€2) — (2—|—€1) =246

The resulting 1-dimensional zonotope (2 + €;) denotes the interval [1, 3], which is
greater than zero. |
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Verifying Robustness with Polyhedra

With the polyhedron domain, the story is analogous to zonotopes but requires in-
voking a linear-program solver. We represent the precondition as a hyperrectan-
gular polyhedron Y. Then, we evaluate the abstract transformer, f?(Y), resulting
in the polyhedron

Y' = ({c1i), .- (cmi), F)

To check if dimension y is greater than dimension j, we ask a linear-program
solver if the following constraints are satisfiable

F A (eyi) > (cji)

Robustness in /, Norm

Let’s now consider the precondition with the set of images within an ¢, norm of
c:
(x| llx—ecll, < €}

Example 11.F Say ¢ = (0,0) and € = 1. Then the above set is the following circular
region:

This set cannot be represented precisely in the interval domain. To ensure that
we can verify the property, we need to overapproximate the circle with a box. The
best we can do is using the tightest box around the circle, ie., ([-1,1],[—1,1]),
shown below in red:
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LT1F

The zonotope and polyhedron domains also cannot represent the circular set
precisely. However, there isn’t a tightest zonotope or polyhedron that overap-
proximates the circle. For example, with polyhedra, one can keep adding more
and more faces, getting a better and better approximation, as illustrated below:

o000

In practice, there is, of course, a precision—scalability tradeoff: more faces mean

more complex constraints and therefore slower verification.

11.2 Robustness in Natural-Language Processing

We will now take a look at another robustness property from natural-language
processing. The goal is to show that replacing words with synonyms does not
change the prediction of the neural network. For instance, a common task is sen-
timent analysis, where the neural network predicts whether, say, a movie review
is positive or negative. Replacing “amazing” with “outstanding” should not fool
the neural network into thinking a positive review is a negative one.

We assume that the input to the neural network is a vector where element i is
a numerical representation of the ith word in the sentence, and that each word w
has a finite set of possible synonyms S;,, where we assume w € Sy,. Just as with
images, we assume a fixed sentence ¢ with label y for which we want to show
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robustness. We therefore define the correctness property as follows:

{x;j €S foralli}
r f(x)
{class(r) =y }

Intuitively, the precondition defines all vectors x that are like ¢ but where some
words are replaced by synonymes.

The set of possible vectors x is finite, but it is exponentially large in the length
of the input sentence. So it is not wise to verify the property by evaluating the
neural network on every possible x. We can, however, represent an overapproxi-
mation of the set of possible sentences in the interval domain. The idea is to take
interval between the largest and smallest possible numerical representations of
the synonyms of every word, as follows:

([min S¢,, max S, ], ..., [minS.,,maxS,])

This set contains all the values of x, and more, but it is easy to construct, since
we need only go through every set of synonyms S, individually, avoiding an
exponential explosion.

The rest of the verification process follows that of image robustness. In prac-
tice, similar words tend to have close numerical representations, thanks to the
power of word embeddings (Mikolov et al., 2013). This ensures that the interval
is pretty tight. If words received arbitrary numerical representations, then our
abstraction can be arbitrarily bad.

Looking Ahead

We saw examples of how to verify properties via abstract interpretation. The an-
noying thing is that for every abstract domain and every property of interest, we
may need custom operations. Most works that use abstract interpretation so far
have focused on the properties I covered in this chapter. Other properties from
earlier in the book can also be verified via the numerical domains we’ve seen. For
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example, the aircraft controller from Chapter 3 has properties of the form:

{d > 55947, vy > 1145, v;; < 60 }

r <_ f(d, Uown, vint, .. .)
{ score of nothing in r is below 1500 }

Note that the precondition can be captured precisely in the interval domain.

At the time of writing, abstraction-based techniques have been applied suc-
cessfully to relatively large neural networks, with up to a million neurons along
more than thirty layers (Miiller et al., 2020; Tran et al., 2020a). Achieving such
results requires performant implementations, particularly for more complicated
domains like the zonotope and polyhedron domain. For instance, Miiller et al.
(2020) come up with data-parallel implementations of polyhedron abstract trans-
formers that run on a GPU. Further, there are heuristics that can be employed to
minimize the number of generators in the zonotope domain—limiting the number
of generators reduces precision while improving efficiency. It is also important to
note that thus far most of the action in the abstraction-based verification space,
and verification of neural networks at large, has been focused on Ep—robustness
properties for images. (We're also starting to see evidence that the ideas can ap-
ply to natural-language robustness (Zhang et al., 2021).) So it’s unclear whether
verification will work for more complex perceptual notions of robustness—e.g.,
rotating an image or changing the virtual background on a video—or other more
complex properties and domains, e.g., malware detection.

The robustness properties we discussed check if a fixed region of inputs sur-
rounding a point lead to the same prediction. Alternatively, we can ask, how big
is the region around a point that leads to the same prediction? Naively, we can do this
by repeatedly performing verification with larger and larger ¢, or ¢, bounds un-
til verification fails. Some techniques exploit the geometric structure of a neural
network—induced by ReLUs—to grow a robust region around a point (Zhang
et al., 2018b; Fromherz et al., 2021).

As we discussed throughout this part of the book, abstract-interpretation tech-
niques can make stupid mistakes due to severe overapproximations. However,
abstract interpretation works well in practice for verification. Why? Two recent
papers shed light on this question from a theoretical perspective (Baader et al.,,
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2020; Wang et al., 2020). The papers generalize the universal approximation prop-
erty of neural networks (Section 2.1) to verification with the interval domain or
any domain that is more precise. Specifically, imagine that we have a neural net-
work that is robust as per the /« norm; i.e., the following property is true for a
bunch of inputs of interest:

{lx—cllo<e}
r f(x)
{class(r) =y }

But suppose that abstract interpretation using the interval domain fails to prove
robustness for most (or all) inputs of interest. It turns out that we can always con-
struct a neural network f’, using any realistic activation function (ReLU, sigmoid,
etc.), that is very similar to f—as similar as we like—and for which we can prove
robustness using abstract interpretation. The bad news, as per Wang et al. (2020),
is that the construction of f is likely exponential in the size of the domain.
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Chapter 12
Abstract Training of Neural Networks

You have reached the final chapter of this glorious journey. So far on our jour-
ney, we have assumed that we’re given a neural network that we want to verity.
These neural networks are, almost always, constructed by learning from data. In
this chapter, we will see how to train a neural network that is more amenable to
verification via abstract interpretation for a property of interest.

12.1 Training Neural Networks

We begin by describing neural network training from a data set. Specifically, we
will focus throughout this chapter on a classification setting.

Optimization Objective

A dataset is of the form
{(xlryl), ey (xm/]/m)}

where each x; € R" is an input to the neural network, e.g., an image or a sentence,
and y; € {0,1} is a binary label, e.g., indicating if a given image is that of a cat
or if a sentence has a positive or negative sentiment. Each item in the dataset is
typically assumed to be sampled independently from a probability distribution,
e.g., the distribution of all images of animals.

Given a dataset, we would like to construct a function in R” — R that makes
the right prediction on most of the points in the dataset. Specifically, we assume
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that we have a family of functions represented as a parameterized function fy,
where 0 is a vector of weights. We would like to find the best function by searching
the space of 0 values. For example, we can have the family of affine functions

fo(x) = 01 + 62x1 + O3x7

To find the best function in the function family, we effectively need to solve an
optimization problem like this one:

.1 &
argmin — Z 1[fo(x;) = vi]
o M3

where 1[b] is 1 if b is true and 0 otherwise. Intuitively, we want the function that

makes the smallest number of prediction mistakes on our dataset { (x1,y1),- .., (Xm, Ym) }-
Practically, this optimization objective is quite challenging to solve, since the

objective is non-differentiable—because of the Boolean 1[-] operation, which isn’t

smooth. Instead, we often solve a relaxed optimization objective like mean squared

error (MSE), which minimizes how far fy’s prediction is from each y;. MSE looks like

this:

m

argmin% Y (folxi) —yi)?

0 i=1
Once we’ve figured out the best values of 6, we can predict the label of an input x
by computing fy(x) and declaring label 1 iff f5(x) > 0.5.
We typically use a general form to describe the optimization objective. We
assume that we're given a loss function L(6, x, y) which measures how bad is the
prediction fy(x) is compared to the label y. Formally, we solve

L(G, xi,yi) (12.1)

1 m
argmin —
6 =1

i
Squared error is one example loss function, but there are others, like cross-
entropy loss. For our purposes here, we're not interested in what loss function is

used.

Loss Function as a Neural Network

The family of functions fy is represented as a neural network graph Gy, where
every node v’s function f, may be parameterized by 6. It turns out that we can we
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represent the loss function L also as a neural network; specifically, we represent L
as an extension of the graph Gy by adding a node at the very end that computes,
for example, the squared difference between fy(x) and y. By viewing the loss
function L as a neural network, we can abstractly interpret it, as we shall see later
in the chapter.

Suppose that fy : R" — R has a graph of the form

where the dotted arrows indicate potentially intermediate nodes. We can con-
struct the graph of a loss function L(6, x,y) by adding an input node vy for the
label y and creating a new output node v; that compares the output of fy (the
node v,) with y.

Here, input node v, takes in the label y and f;, encodes the loss function, e.g.,

mean squared error (f(x) —y)2.

Gradient Descent

How do we find values of 6 that minimize the loss? Generally, this is a hard
problem, so we just settle for a good enough set of values. The simplest thing to
do is to randomly sample different values of 6 and return the best one after some
number of samples. But this is a severely inefficient approach.

Typically, neural-network training employs a form of gradient descent. Gradient
descent is a very old algorithm, due to Cauchy in the mid 1800s. It works by
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starting with a random value of 6 and iteratively nudging it towards better values
by following the gradient of the optimization objective. The idea is that starting
from some point x, if we want to minimize g(x(), then our best bet is to move in
the direction of the negative gradient at xo.

The gradient of a function g(0) with respect to inputs 6, denoted Vg, is the

vector of partial derivatives!
9g 98
90;" "’ 90,

The gradient at a specific value 6°, denoted (Vg)(6°), is

98 (10 98 (40
<a—91(6 ), .,E(G )
If you haven’t played with partial derivatives in a while, I recommend Deisenroth

et al. (2020) for a machine-learning-specific refresher.
Gradient descent can be stated as follows:

1. Start with j = 0 and a random value of 6, called 6°.
2. Set 0t to 6/ — n((Vg)(0)).
3. Setjtoj+1and repeat.

Here 1 > 0 is the learning rate, which constrains the size of the change of 0: too
small a value and you’ll make baby steps towards a good solution; too large a
value and you'll bounce wildly around unable to catch a good region of solu-
tions for 6, potentially even diverging. The choice of 7 is typically determined
empirically by monitoring the progress of the algorithm for a few iterations. The
algorithm is usually terminated when the loss has been sufficiently minimized or
when it starts making tiny steps, asymptotically converging to a solution.
In our setting, our optimization objective is

1 m
m P (91 xllyl)

IThe gradient is typically a column vector, but for simplicity of presentation we treat it as a
row vector here.
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Following the beautiful properties of derivatives, the gradient of this function is

NgE

1
Ei VL(G,xi,yl-)

I
—_

It follows that the second step of gradient descent can be rewritten as
Set 0/t to 0/ — Ly ™ VL(0/,x;,y;).
In other words, we compute the gradient for every point in the dataset indepen-
dently and take the average.
Stochastic Gradient Descent

In practice, gradient descent is incredibly slow. So people typically use stochastic
gradient descent (SGD). The idea is that, instead of computing the average gradient
in every iteration for the entire dataset, we use a random subset of the dataset to
approximate the gradient. SGD is also known as mini-batch gradient descent. Specifi-
cally, here’s how SGD looks:

1. Start with j = 0 and a random value of 6, called 6°.
2. Divide the dataset into a random set of k batches, By, .. ., Bx.

3. Forifrom1tok,

Set 0/t to 6/ — L Y VL(O,x,y)
™ (xy)es;

Setjtoj+1
4. Go to step 2.

In practice, the number of batches k (equivalently size of the batch) is typically a
function of how much data you can cram into the GPU at any one point.?

2To readers from the future: In the year 2021, graphics cards and some specialized accelera-
tors used to be the best thing around for matrix multiplication. What have you folks settled on,
quantum or DNA computers?
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12.2 Adversarial Training with Abstraction

The standard optimization objective for minimizing loss (Equation (12.1)) is only
interested in, well, minimizing the average loss for the dataset, i.e., getting as
many predictions right. So there is no explicit goal of generating robust neural
networks, for any definition of robustness. As expected, this translates to neural
networks that are generally not very robust to perturbations in the input. Fur-
thermore, even if the trained network is robust on some inputs, verification with
abstract interpretation often fails to produce a proof. This is due to the over-
approximate nature of abstract interpretation. One can always rewrite a neural
network—or any program for that matter—into one that fools abstract interpreta-
tion, causing it to loose a lot of precision and therefore fail to verify properties of
interest. Therefore, we’d like to train neural networks that are friendly for abstract
interpretation.

We will now see how to change the optimization objective to produce robust
networks and how to use abstract interpretation within SGD to solve this opti-
mization objective.

Robust Optimization Objective

Let’s consider the image-recognition-robustness property from the previous chap-
ter: For every (x,y) in our dataset, we want the neural network to predict y on all
images z such that ||x — z||, < e. We can characterize this set as

R(x) = {z | [lx — z[lo < €}

Using this set, we will rewrite our optimization objective as follows:

1 &

arg;mn p” g zg}é&) L(6,z,v;) (12.2)
Intuitively, instead of minimizing the loss for (x;,y;), we minimize the loss for
the worst-case perturbation of x; from the set R(x;). This is known as a robust-
optimization problem (Ben-Tal et al., 2009). Training the neural network using such
objective is known as adversarial training—think of an adversary (represented
using the max) that’s always trying to mess with your dataset to maximize the
loss as you are performing the training (Madry et al., 2018).
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Solving Robust Optimization via Abstract Interpretation

We will now see how to solve the robust-optimization problem using SGD and
abstract interpretation!

Let’s use the interval domain. The set R(x) can be defined in the interval do-
main precisely, as we saw in the last chapter, since it defines a set of images within
an {-norm bound. Therefore, we can overapproximate the inner maximization
by abstractly interpreting L on the entire set R(x;). (Remember that L, as far as
we’re concerned, is just a neural network.) Specifically, by virtue of soundness of
the abstract transformer L?, we know that

Le//i <
(max L@z <

where
L6, R(x:),yi) = [L, u]
In other words, we can overapproximate the inner maximization by abstractly

interpreting the loss function on the set R(x;) and taking the upper bound.
We can now rewrite our robust-optimization objective as follows:

m
argmin % Y upper bound of L(6, R(x;),y;) (12.3)
0 i=1

Instead of thinking of L” as an abstract transformer in the interval domain, we can
think of it as a function that takes a vector of inputs, denoting lower and upper
bounds of R(x), and returns the pair of lower and upper bounds. We call this idea
flattening the abstract transformer; we illustrate flattening with a simple example:

Example 12.A Consider the ReLU function relu(x) = max(0, x). The interval ab-
stract transformer is

relu” ([1, u]) = [max(0,1), max(0, u)]
We can flatten it into a function relu? : R2 — RR2 as follows:

relu?(1,u) = (max(0,1), max(0,u))
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Notice that relu? returns a pair in R? as opposed to an interval. |

With this insight, we can flatten the abstract loss function L” into LY. Then, we
just invoke SGD on the following optimization problem,
1 & af
argmin - Z Ly (6,1, un, - o) Lin, tin, i) (12.4)
0 i=1

where Lﬁf is only the upper bound of the output of LY, i.e., we throw away the

lower bound (remember Equation (12.3)), and R(x;) = ([lix, ui}, - - -, [lin, Uin])-
SGD can optimize such objective because all of the abstract transformers of the

interval domain that are of interest for neural networks are differentiable (almost

everywhere). The same idea can be adapted to the zonotope domain, but it’s a tad
bit uglier.

Example 12.B Given a function f : R — R, its zonotope abstract transformer f*
is one that takes as input a 1-dimensional input zonotope with m generator vari-
ables, (co, ...,cm), and outputs a 1-dimensional zonotope also with m generators,
(Chs- - Cpy). We can flatten f* by treating it as a function in

f&lf: ]Rm+1 N ]Rm+1
where the m 4 1 arguments and outputs are the coefficients of the m generator

variables and the center point. |

Flattening does not work for the polyhedron domain, because it invokes a
black-box linear-programming solver for activation functions, which is not dif-
ferentiable.

Looking Ahead

We saw how to use abstract interpretation to train (empirically) more robust neu-
ral networks. It has been shown that neural networks trained with abstract inter-
pretation tend to be (1) more robust to perturbation attacks and (2) are verifiably
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robust using abstract interpretation. The second point is subtle: You could have a
neural network that satisfies a correctness property of interest, but that does not
mean that an abstract domain will succeed at verifying that the neural network
satisfies the property. By incorporating abstract interpretation into training, we
guide SGD towards neural networks that are amenable to verification.

The first use of abstract interpretation within the training loop came in 2018 (Mir-
man et al., 2018; Gowal et al., 2018). Since then, many approaches have used ab-
stract interpretation to train robust image-recognition as well as natural-language-
processing models (Zhang et al., 2020, 2021; Jia et al., 2019; Xu et al., 2020; Huang
et al., 2019). Robust optimization is a rich field (Ben-Tal et al., 2009); to my knowl-
edge, Madry et al. (2018) were the first to pose training of £,-robust neural net-
works as a robust-optimization problem.

There are numerous techniques for producing neural networks that are amenable
to verification. For instance, Sivaraman et al. (2020) use constraint-based verifica-
tion to verify that a neural network is monotone. Since constraint-based tech-
niques can be complete, they can produce counterexamples, which are then used
to retrain the neural network, steering it towards monotonicity. Another interest-
ing direction in the constraint-based world is to train neural networks towards
ReLUs whose inputs are always positive or always negative (Xiao et al., 2019).
This ensures that the generated constraints have as few disjunctions as possible,
because the encoding of the ReLU will be linear (i.e., no disjunction).

£ p-robustness properties are closely related to the notion of Lipschitz continuity.
For instance, a network f : R” — R is K-Lipschitz under the ¢, norm if

1 (x) = fF(W)ll, < Kllx = yll

The smallest K satisfying the above is called the Lipschitz constant of f. If we
can bound K, then we can prove /-robustness of f. A number of works aim to
construct networks with constrained Lipschitz constants, e.g., by adding special
layers to the network architecture or modifying the training procedure (Trockman
and Kolter, 2021; Leino et al., 2021; Li et al., 2019)
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Chapter 13
The Challenges Ahead

My goal with this book is to give an introduction to two salient neural-network
verification approaches. But, as you may expect, there are many interesting ideas,
issues, and prospects that we did not discuss.

Correctness Properties

In Part I of the book, we saw a general language of correctness properties, and
saw a number of interesting examples across many domains. One of the hardest
problems in the field verification—and the one that is least discussed—is how to
actually come up with such properties (also known as specifications). For instance,
we saw forms of the robustness property many times throughout the book. Ro-
bustness, at a high level, is very desirable. You expect an intelligent system to be
robust in the face of silly transformations to its input. But how exactly do we
define robustness? Much of the literature focuses on £, norms, which we saw in
Chapter 11. But one can easily perform transformations that lie outside £, norms,
e.g., rotations to an image, or work in domains where ¢ p norms don’t make much
sense, e.g., natural language, source code, or other structured data.

Therefore, coming up with the right properties to verify and enforce is a chal-
lenging, domain-dependent problem requiring a lot of careful thought.

Verification Scalability

Every year, state-of-the-art neural networks blow up in size, gaining more and
more parameters. We're talking about billions of parameters. There is no clear
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end in sight. This poses incredible challenges for verification. Constraint-based
approaches are already not very scalable, and abstraction-based approaches tend
to lose precision with more and more operations. So we need creative ways to
make sure that verification technology keeps up with the parameter arms race.

Verification Across the Stack

Verification research has focused on checking properties of neural networks in
isolation. But neural networks are, almost always, a part of a bigger more com-
plex system. For instance, a neural network in a self-driving car receives a video
stream from multiple cameras and makes decisions on how to steer, speed up,
or brake. These video streams run through layers of encoding, and the decisions
made by the neural network go through actuators with their own control software
and sensors. So, if one wants to claim any serious correctness property of a neural-
network-driven car, one needs to look at all of the software components together
as a system. This makes the verification problem challenging for two reasons: (1)
The size of the entire stack is clearly bigger than just the neural network, so scala-
bility can be an issue. (2) Different components may require different verification
techniques, e.g., abstract domains.

Another issue with verification approaches is the lack of emphasis on the train-
ing algorithms that produce neural networks. For example, training algorithms
may themselves not be robust: a small corruption to the data may create vastly
different neural networks. For instance, a number of papers have shown that poi-
soning the dataset through minimal manipulation can cause a neural network to
pick up on spurious correlations that can be exploited by an attacker. Imagine a
neural network that detects whether a piece of code is malware. This network can
be trained using a dataset of malware and non-malware. By adding silly lines of
code to some of the non-malware code in the dataset, like print ("LOL"), we can
force the neural network to learn a correlation between the existence of this print
statement and the fact that a piece of code is not malware (Ramakrishnan and Al-
barghouthi, 2020). This can then be exploited by an attacker. This idea is known
as installing a backdoor in the neural network.

So it’s important to prove that our training algorithm is not susceptible to small
perturbations in the input data. This is a challenging problem, but researchers
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have started to look at it for simple models (Drews et al., 2020; Rosenfeld et al.,
2020).

Verification in Dynamic Environments

Often, neural networks are deployed in a dynamic setting, where the neural net-
work interacts with the environment, e.g., a self-driving car. Proving correctness
in this setting is rather challenging. First, one has to understand the interaction
between the neural network and the environment—the dynamics. This is typically
hard to pin down precisely, as real-world physics may not be as clean as textbook
formulas. Further, the world can be uncertain, e.g., we have to somehow reason
about other crazy drivers on the road. Second, in such settings, one needs to verify
that a neural-network-based controller maintains the system in a safe state (e.g.,
on the road, no crash, etc.). This requires an inductive proof, as one has to reason
about arbitrarily many time steps of control. Third, sometimes the neural network
is learning on-the-go, using reinforcement learning, where the neural network tries
things to see how the environment responds, like a toddler stumbling around.
So we have to ensure that the neural network does not do stupid things as it is
learning.

Recently, there have been a number of approaches attempting to verify prop-
erties of neural networks in dynamic and reinforcement-learning settings (Bastani
et al., 2018; Zhu et al., 2019; Ivanov et al., 2019; Anderson et al., 2020).

Probabilistic Approaches

The verification problems we covered are hard, yes-or-no problems. A recent ap-
proach, called randomized smoothing (Cohen et al., 2019; Lécuyer et al., 2019), has
shown that one can get probabilistic guarantees, at least for some robustness prop-
erties (Ye et al., 2020; Bojchevski et al., 2020). Instead of saying a neural network
is robust or not around some input, we say it is robust with a high probability.
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